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Summary 
 
Even though the idea of artificial neural networks rose more than 50 years ago, lately, they 
become popular due to developed theological computational solutions. Artificial neural 
networks are attributed to the class of computational intelligence methods. During the course, 
students will be introduced not only to simple structure neural networks but also to those of 
complex structure. The focus of the course will be on neural networks and their structures that 
allows solving rather complex data classification, image, sound analysis or other tasks. 
 

1. Introduction to artificial neural networks 
a. Artificial and biological neuron relation, concepts. 
b. Machine learning fundamentals: training, validation, testing, supervised and 

unsupervised learning. 
c. Perceptron, multilayer perceptron, activation functions, learning by back 

propagation, stochastic gradient descent, hyperparameters. 
d. Linear and logistic regression relation with neural networks, random variable, 

probabilities, information theory, Bayes statistics. 
2. Autoencoders 

a. Factor analysis and factor models 
b. Encoder, decoders, latent variables and vectors (codebook, bottleneck). 
c. Noise reduction, region inpainting. 
d. Variational autoencoders 

i. Latent vector separation, distribution based parameter estimation, 
reparameterization and stochastics. 

e. Disentangled variational autoencoders  
i. Uncorrelated neurons of the latent distribution. 

ii. Reinforcement learning. 
3. Convolutional neural networks 

a. Convolution, pooling and strides. 
b. Optimization functions and accuracy metrics. 
c. Reguliarization: dropout, batch normalization. 
d. Parameter space probability density and Bayesian networks. 

4. Deep belief and generative adversal networks 
a. Boltzmann machines, restricted, convolutional and deep Boltzmann machines 
b. Discriminator and generative stochastic networks, conditional neural networks 

5. Deep reinforced learning 



a. Markov decision process, Q-learning, policy gradients, credit assignment 
problem, reward shaping and sparsity, the alignment problem. 

6. Recurrent and recursive neural networks 
a. Bidirectional  and deep recurrent networks,  
b. Recursive networks, time dimension modelling, multiple time scales, Long-

Short-Term-Memory dependencies, backpropagation through time and 
structure.  

 
Practical task: students will be asked to solve the specified tasks using image analysis and 
processing methods. 
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