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1. Introduction

1.1. Research area and relevance of the problem

Nowadays technologies allow us to accumulate large amounts of different information and
save it in the computer memory, external media or on the Internet. In the course of time,
collection and storage become a load of rubbish which often makes it difficult to find the
required data and other useful information. Modern technology enables us to quickly find
a big amount of information about one or other thing you want, but the information found
is often useless, distorted, and irrelevant. Therefore, it is becoming a serious problem and
a challenge for every user. One of the solutions to solve this problem is data mining
methods, which allow us to structure data by clustering, classifying them and, if there is a
possibility, presenting the results visually.

One of the data mining methods is self-organizing networks. Usually this data mining
method is called a self-organizing map (SOM), and sometimes by the name of the creator
the Kohonen map. SOM can be used to cluster and visualize multidimensional data, as
well as find the multidimensional data projection into a smaller number of dimensions of
space. Despite that more than 40 years have passed after the appearance of SOM, it is still
intensively researched and applied. Over time, a lot of various extensions and
modifications of SOM have appeared, starting from the learning rules for different ways
of SOM visualization techniques, but the main principle of the original self-organizing
map remains the same. For many years, SOM has been applied to clustering and
classifying of the numerical data, but currently, the scope of investigation has extended to
the analysis of the textual data or other type of data.

One of SOM advantages as compared with other data mining methods is that, as a
result SOM gives not only numerical estimates, like most other data mining methods, but
the also results are presented in a visual form, and the visual information enables a user to
understand it faster than the textual or numerical information. Mostly SOM is used to
cluster the datasets. Comparing SOM with other clustering methods, there are no precisely
defined clusters, i. e. the data are not unambiguously assigned to one or other cluster.
Clustering of results can be variously interpreted by researchers, when watching a visual
image of SOM. It allows us to notice the similarity between the data and groups that are

not known in advance, which can be an advantage over other clustering methods. SOM



also can be applied to data, assigned to different classes. In this case, a researcher can
investigate how classes match up to the clusters obtained in SOM, and explain the reasons
for such differences, one of which may be related to the fact that the data were incorrectly
assigned to classes.

Currently, there is a variety of software systems, that implement the SOM
visualization techniques, but there is a lack of systems in which SOM shows the number
of data in each cell of SOM and what class of data is assigned to each cell of SOM. Also,
the problem is that there are no numerical estimates showing data classes and SOM
clustering overlaps.

In addition, the SOM result highly depends on a variety of learning parameters, so
there is a problem, which values of a parameter should be chosen for analyzed datasets. It
Is also important to investigate which learning parameters allow us to get more accurate
results when analyzing different types of data: textual and numerical.

So, the dissertation deals with two major problems:

1. Visualization of data, assigned to a specific class by self-organizing maps and
estimation of the obtained results.
2. Dependence of the results obtained by the self-organizing maps on learning

parameters.

1.2. Research object
The object of dissertation is data clustering, classification and visualization using self-

organizing maps and estimation of their quality

1.3. The Aim and Tasks of the Research
The aim of this work is to propose a new visualization technique of self-organizing maps,
which allows us to visualize textual and numerical data as classes are known in advance,
and to observe the coincidence of the obtained clusters and data classes, as well to propose
and investigate errors evaluating the coincidence.
To realize the aim of research, it is necessary to solve the following tasks:
1. To perform an analytical review of the existing SOM visualization techniques.
2. To propose errors, in order to evaluate the coincidence of the obtained SOM

clusters and data classes.



3. To propose a SOM visualization technique, with a view to investigate the data
when classes are known in advance.

4. To create a software system in which the proposed SOM visualization
technique and proposed errors to evaluate the obtained SOM quality would be
implemented.

5. To investigate experimentally the proposed SOM visualization technique and
errors, depending on the values of the selected SOM learning parameters,

analyzing the numerical and textual data.

1.4. Scientific novelty
1. The new SOM visualization technique is proposed, allowing us to see the ratio
between different members of both textual and numerical data classes in the
same SOM cell.
2. Two errors are proposed for estimation the SOM quality, which are suitable
for data when their classes are known in advance.
3. It is investigated how different factors of text document conversion to

numerical expression influence the SOM results obtained.

1.5. The defended statements
1. The proposed SOM visualization technique allows us to see the ratio between
different data class members in the same SOM cell for both textual and
numerical datasets.
2. The proposed errors for estimating the SOM quality allows us to estimate the
coincidence between data classes and clusters obtained by SOM.
3. The appropriate of selected factors conversion of text documents into a

numerical expression improve the results obtained by SOM.

1.6. The practical value of the study results

The new SOM system has been developed. Not only the proposed SOM visualization
technique and errors to estimate the SOM quality are implemented in the new SOM
system, but also there is a possibility to choose various neighboring functions and learning
rates, which values can be changed in each iteration or epoch. It is also possible to split

the analyzed dataset into two subsets: training and testing. For this reason, the new SOM



system can be used not only to analyze the data, but also to investigate the SOM features.
A part of the research results has been supported by the project *Theoretical and
engineering aspects of e-service technology development and application in high-
performance computing platforms’ (No. VP1-3.1-SMM-08-K-01-010) funded by the

European Social Fund.

1.7. Approbation and Publications of the Research

The main results of the dissertation were published in 7 scientific publications: five are
published in periodicals, reviewed scientific journals, two of them are refereed in the
‘Thomson Reuters Web of Science’ database with an impact factor; other two publications
are published in conference proceedings. Besides two abstracts were published in
international conference abstracts proceedings. The main results of the work have been

presented and discussed at 4 national and 3 international conferences.

1.8. Outline of the Dissertation

The dissertation consists of 5 chapters and references. The chapters of the dissertation are
as follows: ‘Introduction’, ‘Review of self-organizing maps’, ‘The proposed errors for
estimation of SOM quality’, ‘The experimental results’, ‘Summary’, and ‘General
Conclusions’. The dissertation also includes the list of notation and abbreviations. The
scope of the work is 132 pages that include 49 figures and 27 tables. The list of references

consists of 87 sources.

2. Review of self-organizing maps
T. Kohonen began to explore self-organizing maps (SOMs) in 1982. More than 30 years

have passed since that time, but SOM does not lose its popularity. New extensions and
modifications are developed constantly. The main target of SOM is to preserve the
topology of multidimensional data, i. e., to get a new set of data from the input data such
that the new set preserved the structure (clusters, relationships, etc.) of the input data
(Kohonen, 2001). SOM is applied to cluster and visualize data. The self-organizing map
Is a set of nodes, connected to one another via a rectangular or hexagonal topology. The
rectangular topology of SOM is presented in Figure 1. The learning starts from setting the

initial values of components of the codebook vectors M;;. Usually these values are random



numbers in the interval (0,1). The codebook vectors of neurons M;;, i =1, ..., k,, j =

ij
1,..., ky, are adapted according to the learning rule (1):
M;;i(t +1) = M;;(t) + h (t)( Ml-j(t)). (1)
Here k, is the number of rows, and k,, is the number of columns on a rectangular
topology of SOM; ¢t is the order number of the current learning steps; hjj(t) is a
neighboring function. The neuron, the codebook vector M,, of which is with the minimal
Euclidean distance to X,,, is designated as a winner (the so-called best matching unit,
BMU). So, w is a pair of indices of the neuron-winner for the vector X,,. The learning is
repeated until the maximum number of iterations T is reached. After SOM learning, the
data X;, X5, ..., X,,, or other data are presented to SOM, and neurons-winners for each X;,
p = 1,...,m, are found. In such a way, the data items are distributed on SOM, and some

data clusters can be observed.
k,
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Figure 1. Two-dimensional SOM (rectangular topology)

2.1. Creation of text document matrices for self-organizing maps

In order to analyze text documents by SOM, it is necessary to convert them into numerical
data. A so-called text document matrix needs to be created. First of all, document files are
converted to the text files — only the text and digits remain, figures and formulas are
rejected. Afterwards, we can choose control factors: remove the digits from the text files,
choose a word length limit, word frequency, common word list, and stemming algorithm.
According to the control factors, a so-called text document dictionary is created. The

document dictionary is a list of words from text files excluding the words that do not
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satisfy the conditions defined by the control factors. Descriptions of the control factors,
when a document dictionary is being created, are as follows:

e Almost in all text documents, there are digits. There is no need to include them
into the document dictionary, because they do not characterize the text
document.

e The word length limit is the number indicating the smallest length of words
which will be included into the document dictionary. It is not advisable to
include short words, such as the author’s initials, articles ‘a’, ‘an’, ‘the’, or other
not informative words into the dictionary.

e The common word list is a list of words that will not be included into the
document dictionary. Often the words such as ‘there’, ‘where’, ‘that’, ‘when’,
etc. compose the common word list. All of them are not important for document
analysis, so these words just distort the results. However, the common word list
can depend on the domain of text documents. For example, if we analyze
scientific papers, the words such as ‘describe’, ‘present’, ‘new’, ‘propose’,
‘method’, etc. also do not characterize the papers and it is not purposeful to
include them into the document dictionary.

e The stemming algorithm separates the stem from the word (Porter, 1980). For
example, we have four words ‘accepted’, ‘acceptation’, ‘acceptance’, and
‘acceptably’. The stem of the words is ‘accept’. Only it is included into the
document dictionary. All the other words are ignored.

e The word frequency is the number indicating how many times the word has to
be repeated in the text so that it could be included into the dictionary. If a small
frequency is chosen, rare words that do not characterize the text document will
be included into the document dictionary. Otherwise, if a large frequency is
chosen, frequent words will be included into the document dictionary, but not
all of them characterize the text document.

Thus, the proper values of these control factors should be chosen in order to get a
dictionary that characterizes the text documents as exactly as possible. According to the
frequency of the document dictionary words in the text documents, a so-called text

document matrix is created (2).
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Here x,, is the frequency of the Ith word in the pth text document,p = 1, ...,m, [ =
1, ...,n. m is the number of the analyzed text documents, and n is the number of words in
the text document dictionary. Therefore, the document matrix is a matrix the elements of
which are equal to frequencies of the document dictionary words in the text documents. A
row of matrix (2) is a vector, corresponding to a document. These vectors X;, X5, ..., X,
can be used for training SOM, X,, = (X1, Xp2, -, Xpn ), P = 1, ..., m. They are presented
to SOM as input vectors. A set of the vectors X;, X,, ..., X,, composes a dataset analyzed.
A data item corresponds to a vector, n is a dimensionality of the data item.

Over the past decade, many researches dealing with text mining have been
conducted. For this reason, various tools have been created to help analyze the textual data.
We use the Text to Matrix Generator (TMG) toolbox implemented in Matlab (Zeimpekis,
Gallopoulos, 2005) to create text document matrices. The toolbox allows us to construct
text document matrices from text documents and to perform various data mining tasks:

dimensionality reduction, clustering, classification, etc.

2.2. Learning parameters
The results of a self-organizing map depend on the selected learning parameters. Thus, it
is important to choose the best learning parameters to get better results. The results are

mostly affected by different neighboring functions h;; (Table 1) and learning rates a(t)

(Table 2). Usually, two neighboring functions — bubble (3) and Gaussian (4) are used. In
our research, we analyze one more neighboring function, so-called heuristic (5) (Dzemyda,
2001).

Table 1. Neighboring functions

a(t), (i,)) € Ny,

Bubble (3) h%(t)={ 0,(i,j) €N,

2
Gaussian (4) | hii(t) = a(t) - exp (”RW—R”!>
2(nt®)
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Heuristic (5) hij = O

In Table 1, N,, is the index set of neighboring nodes around the node with indices w.

Two-dimensional vectors R,, and R;; consist of indexes of M,, and M;;, respectively. The

jo
indexes show a place of the neuron-winner, the codebook vector of which is M,, , for the

vector X,, and that of the neuron, the codebook vector of which is M;;, in SOM. The

s
parameter n;7 is the neighboring rank of M;; according to M,,. As mentioned before, the
learning rate a(t) also influences the results of the self-organizing map. Usually linear (6),
inverse-of-time (7), and power series (8) learning rates are used for SOM training. In our
investigation, we analyze one more learning rate, so-called heuristic (9). Four variants of
learning rates are presented in Table 2.

Table 2. Learning rates

Linear (6)

Q
~
H
—/
Il
~ IR~
=
I
| =
N——"

Inverse-of-time (7) | a(t) =

Power series (8) | q(t) = (0_005)%,

Heuristic (9) a(t) = max (T“_t 0.01).

T )

In this work, two cases are investigated:

e When the learning rate a(t) depends on the iteration number (in this case, t is the
order number of the current iteration and T is the total number of iterations). One
iteration is part of the training process, when one input vector is passed to the network
and the neurons are changed.

e When the learning rate a(t) depends on the epoch number (in this case, t is the order
number of the current epoch and T is the total number of epochs). An epoch is part
of the training process, when all the vectors of the training dataset are passed to the

network at once.

2.3. Estimation of the SOM quality
After training the SOM network, its quality must be evaluated. Usually two errors

(quantization and topographic) are calculated. The quantization error Eqg shows how well
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neurons of the trained network adapt to the input vectors. Quantization error (10) is the

average distance between the data vectors X,, and their neuron-winners M,, ).
— 1 m
Eqe = m p=1||Xp - MW(p)”' (10)

Topographic error E; shows how well the trained network keeps the topography of

the data analyzed. The topographic error (11) is calculated by the formula:
Erg = — X, u(X,). (11)

If the neuron-winner of vector X, is near to the neuron, the distance from X, to it is the

smallest one, disregarding the neuron-winner, then u(X,) = 0, otherwise, u(X,) = 1.

2.4. Extensions and modification of self-organizing maps

More than 30 years have passed since the self-organizing maps has been introduced, so
the new extensions and modifications are developed constantly. In the dissertation a
review of commonly used SOM maodifications and extensions is presented, namely: merge
self-organizing map (Strickert, Hammer, 2005), recursive self-organizing map (Voegtlin,
2002), WEBSOM (Kaski and other, 1998), etc. Mostly all of them are created to speed-up
the learning algorithm or to perform specific tasks. For example, WEBSOM is the first
SOM extension created for the textual document analysis.

Now a lot of researchers are still using SOM for different problem solutions. One of
the newest SOM modifications is the batch-learning self-organizing map (BLSOM), used
in the bioinformatics area (Iwasaki, 2013). In this method, SOM has been modified for
gene informatics to make the learning process and resulting map independent of the data
input. BLSOM is a powerful tool for big data analysis. It allows us to visualize and classify
big sequences, obtained from genomes (millions of metagenomics sequences).

Also, we can find SOM extensions with an unusual visualization technique suitable
for unstructured data. This visualization technique (Prakash, 2013) helps us to analyze
several features at once, so it is much more suitable for a big data visual analysis. As a
result, we get SOM as a spider graph, where we can find a large number of analyzed

features in each graph.
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2.5. Self-organizing map systems

In the dissertation an analytical overview of the most popular SOM systems is made. In
order to demonstrate visualization techniques, implemented into SOM systems (SOM-
Toolbox, Databionic ESOM, Viscovery SOMine, NeNet), experiments have been carried
out using two datasets and these systems. Other SOM systems have also been reviewed,
such as: Orange, SOM-analyzer, R package for SOM and others. In the review, the
advantages and disadvantages of systems are highlighted.

One of the main disadvantages of all the reviewed systems is that there is no
possibility to see the number of all vectors which fall in the same cell of SOM. It is
Important, because only showing a single class member in the cell, it is not clear how many
and which class members are in the same cell of SOM, so the researcher cannot say which
SOM cluster obtained is ‘stronger’. It is also purposeful to propose new errors that would
enable to estimate the SOM quality considering the coincidence of data classes and clusters
obtained in SOM.

3. The proposed errors for estimation of SOM quality
As mentioned before, after training SOM, usually the quantization Eqg and topographic

Erg errors are calculated. However, these two errors do not show whether the analyzed
dataset classes correspond to the clusters formed in the SOM. Often, when we analyze the
classified data by the clustering methods, there is a need to evaluate the coincidence
between data classes and the obtained clusters. The coincidence indicates that the data are
assigned to appropriate classes. In a mismatch case, the researcher must to seek causes of
the data mismatch. One of the possible reason is that the data are assigned to unsuitable
classes. There are some errors, that help evaluate the coincidences between classes and the
obtained clusters (Manning and others, 2008), but then the data must be unambiguously
assigned to one of the clusters. SOM uniqueness, comparing with other clustering methods
is that in the SOM results there is no strictly expressed cluster, i. e. it is not specified which
data item is assigned to which cluster, only the formed clusters we can usually see in the
SOM. The researcher, observing the maps, can see and estimate the coincidence (and
mismatch) of data classes and clusters. The problem arises when you have to view and
explore a lot of SOM maps. As it is known, the SOM results can depend on different

learning parameters and factors of the text document conversion into numerical
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expression, — various factors yield different SOM results. Therefore, the researcher has to
view many SOM maps. Furthermore, there may be cases where the visual differences
between the results (coincidences of classes and clusters) are not obvious, so it is very
difficult to determine in which SOM the clusters are far from one other, and in which they
are close to each other. For these reasons, in the dissertation two new heuristic errors are
proposed to estimate the SOM quality when the classified data are analyzed. The proposed
errors can be applied to compare several SOM maps, that are analyzing the same dataset
and SOM sizes are the same.

3.1. The first proposed error — evaluation of the same class members

If we analyze the data when classes are known in advance, it is important to verify how
the data of the same class are located in SOM. Thus, the first proposed error estimates how
close the same class members are in SOM and the SOM clusters coincide. It allows us to
estimate if all the data from the same class are similar to one other. The error value is
calculated for each class separately. The proposed error E, is calculated by the following

formula:

E.= NLCZ:;CIIZ;EL+1(”ZLC - ZjC”kickjc + bij)' (12)

Here c is a class label; N, is the number of data items from the cth class; n. is the
total number of neurons (cells) corresponding to the data from the cth class; Z; is a vector,
consisting of indices of the SOM cells, corresponding to the data from the cth class, Z; €
R?; kf is the number of the data items from the cth class in the SOM cell, the indices of
which are Z;7. There may be cases, where the members of different classes fall into the
same SOM cell. In such a case, the penalty b;; is calculated by formula (13). The penalty
is used in formula (14). If only the same class members are in one SOM cell, the penalty
is equal to b;; = 0.

by =L+ L (13)

ij = ki k]'
Here k; (k;) is the number of data vectors, that are in the cell with the indices Z;

(Z}). lf' (ljc') is the number of data vectors from another class than of the cth vectors, in

the cell with the indices Z; (Zf).
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Purposefully, the sum of errors in (12) is not divided by the number of sum members
n.(n, — 1)/2, because such a division unifies the results of errors if we compare several
SOMs. If data vectors of the same class are more widely distributed in the SOM, the
number n, is larger than that where the data vectors are grouped in one place. Therefore,
when we evaluate the results of several SOMs it is purposeful to divide the proposed error
by the same number, for example, by the number N, of the cth class data vectors.

The smaller value of the error E. means that the data from the same class are clustered
better on SOM. In that case, it can be said that the SOM cluster is coincident with the data
class. Thus, the researcher can not only assess the coincidence between clusters and classes

visually, but also observe the values of errors.

3.2 Second proposed error — evaluation of class centers

The first error is calculated for each class separately. However, it is also important to
evaluate how far or close the data clusters are, which correspond to the analyzed data from
the same classes in SOM. So, the second proposed error evaluates how far the different
class centers are in SOM. Observing the value of this error together with the first error
values, the researcher cannot only visually assess the coincidence of the SOM clusters and
data classes. First of all, the indices of data centers Y of each class on SOM have to be

found:
1
Ve =N, 25 (14)
Here n. is the total number of neurons (cells) corresponding to the data from the cth
class; Z; is a vector that consists of indices of the SOM cells, corresponding to the data

from the cth class, Zf € R?. Then the value of the error E..ner iS Calculated by the

formula:

1 -
Ecenter = WZI(,f:ll §=c+1”YC - Yd”' (15)

k(k-1)

Here m' = , k is the number of data classes.

The higher value of the error E..t., Mmeans that the centers of classes in SOM are more
separated from one other than in the case of a lower error. The larger value of the error

means better results (the distance between different class centers is larger).
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Both proposed errors E. and E_.ter Can be used to evaluate the coincidence of data
classes and clusters of several SOMs of the same size, when the same data are differently
visualized in SOM. The following simple example illustrates it.

Suppose we have two SOM maps of the same size which are assigned to one of three

classes (Figure 2), in which the same data are differently visualized.

1 3 1 1 3,3
(3. 1) (3.2) (3.3) 3.1 (3,2) (3,3)
1,1 |23,3 3 1 2 3,3
@1 (2.2) 2.3 2, 1) 2.2) (2.3)
2 2
1.1 1.2) (1.3) a1 (1.2) (1.3)
a) b)

Figure 2. Example of two SOMs: a) E; = 0,67, E, = 1,04, E; = 1,63,
Ecenter = 1,32,b) E; = 1,13, E, = 0,71, E3 = 1, Ecepter = 1,48

In the example of SOMs, the highlighted numbers 1, 2, 3 denote the analyzed data
class labels (c = 1, 2, 3). The pairs of numbers, in the corner of each cell indicate the cell
indices. As we can see in Figure 2a, the members of class | are located on two cells and,
in Figure 2b, the first class members are located on three cells. It is obvious that the data
are clustered more in Figure 2a. This fact is confirmed by the first error (E; = 0,67 for
SOM in Figure 2aand E; = 1,32 for SOM in Figure 2b). The lower value of the first error
means that the class members are close to one other. The value of the first error for the
class II data of SOM in Figure 2a is larger (E, = 1,04) than that of SOM in Figure 2b

(E; = 0,71), because not only the data from the class II, but also from the class III are in
a cell. So, when we calculate the first error for the class II, we add a penalty b = g
Analogous results of the first error are obtained for the class III data. In this case, a penalty
b = Zis added.

The value of the error E.epter In both cases is similar: a) E.opter = 1,32,
b) Ecenter = 1,48. However, a slightly higher value is obtained in Figure 2b, which means,
that in this case, the centers of different classes are a little bit farther from one other.

It is obvious that such an estimation of SOM is a multicriteria problem, because, at

the same time, we need to find the values of several criteria (4 criteria are estimated in
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Figure 2). A simple solution of this problem is to use the weighted sum method, i.e. to sum
the values of errors and multiply them by the weights. However, the selection of weights
depends on the decision maker and the specificity of the problem. For example, there is a
possibility that the values of one class are more important than that of the other. In the
dissertation, such a multicriteria problem is not solved, and the values of the errors are

estimated separately.

3.3. The proposed visualization technique of SOM

The analysis of SOM systems has showed that the systems have many different
visualization techniques. However, the systems have a common disadvantage. If the
classes, which the data belong to, are known, and the labels of the classes are displayed in
the map, it is difficult to understand how many data vectors from one or other class
correspond to a cell (neuron), because usually only different (but not the same) labels are
shown. It is especially important, when the vectors from different classes fall into a SOM
cell. Also, we do not know how many data vectors are from the same class and how many
data vectors are from the different classes, and what their proportions are.

In order to solve the problem, some techniques have been developed in the SOM
systems. For example, a histogram map is implemented in the system NeNet (Figure 3).
The histogram shows how many data vectors fall into a cell, but it is not obvious how
many vectors are from one or another class. It is possible to create a map, where all the
labels (not only different) are shown in SOM-Toolbox (Figure 4). The view of such a map
Is very complicate, because the labels overlap, it is not clear which label corresponds to
which cell. The Databionic ESOM and Viscovery SOMine systems do not even have such

abilities.

Figure 3. Histogram map, obtained by the system NeNet
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Figure 4. SOM, obtained by SOM-Toolbox, where all labels are shown

In order to avoid draw batches, in the dissertation the visualization technique for
SOM is proposed, which is used for data where classes are known in advance. It is
purposeful to draw the pie charts in each cell of SOM. The pie chart will show a proportion
between the data vectors that are assigned to the different classes and fall into a cell. In
addition, it is right to show different classes in different colors.

Suppose we have a SOM, as shown in Figure 2a. When we apply the proposed

visualization technique, we get a SOM shown in Figure 5.

® Oe-

@S0 @
. @ Class 111

Figure 5. Proposed visualization technique of SOM

As we can see, in the middle cell of SOM two different class vectors (a total of three

vectors) fall, where two vectors belong to class I11, and one vector belongs to class Il. The

parts of the pie chart are colored respectively by showing a ratio: g— Il class (blue color)

and 2— I11 class (green color). The pie chart, only the same class vectors are colored by

the same color.

It is worth mentioning, that such a visualization technique of SOM was proposed in
2011, in the paper of the dissertation author [2]. At that time, according to information, no
system had such a visualization technique. However, in 2013 a similar visualization

technique of SOM was implemented in the Orange system (Demsar et all., 2013).
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3.4. The new SOM system

In the dissertation, the new SOM system is developed, in which the proposed SOM
visualization technique and the proposed error for estimation of SOM quality are
implemented. In this system, there is a possibility to choose not only the usually used
neighboring functions (bubble and Gaussian), but also the heuristic neighboring function.
Also, in the system it is possible to choose different learning rates (linear, inverse-of-time,
power series, and heuristic) and the way in which the learning rate values will be changed:
in each iteration or each epoch. Two SOMs (for the training and testing datasets) are
presented in the results. These properties of the system are suitable not only for the analysis
of the data, but also for the investigation of self-organizing maps.

The general scheme of system workflow is presented in Figure 6. Before starting the
experiment, it is necessary to load the dataset. The dataset is split into two subsets: the
training and testing, i. e. one part of the data is used to train SOM, and the other to test it.
When we select the learning parameters, we can start training the SOM using the training
dataset. As a result we obtain trained SOM, and now the testing dataset is used to estimate
how much dataset not used in SOM training, is suitable for the trained SOM. Also, the
quality of SOM s estimated of both datasets (training and testing) by four errors:
quantization Eqg, topographic Etg, error between the same class members E. and error
between different class centers E..ncer- T the quality of SOM results obtained is not satisfy,
the researcher can back to selection of a new learning parameters step. The cycle is

repeated until the values of analyzed errors corresponds to the desired researcher’s results.
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Figure 6. The workflow scheme of the new SOM system

A graphical user interface of the new system is presented in Figure 7. The system is
designed in Matlab, so it can be used as an additional toolbox. The proposed system can
be used for data assigned more than to five classes, but this limitation is not a problem,
because, in most cases, there is no need to classify data having more classes than five. In

addition, if it is necessary, it can be simply expanded to analysis of more than five classes.
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Figure 7. Graphical user interface of the new SOM system

Suppose we train SOM using two datasets: iris and economic (see more about data
in section 4.1). As we can see in Figure 8, in the case of the iris dataset, all class | members
are located in the bottom left corner of SOM. The members of class 11 and |11 are separated
from class | by empty cells. Some of the members of class Il and 111 fall into the same cell,
so the pie chart is divided into slices, which corresponds to the ratio among all the members
and specific class in the cell. On the right side of the system graphical user interface we
can the map of the testing dataset. It is obvious that the testing dataset adapts to the trained
SOM network and the different class members are located in the same places as in the case

of the training dataset.
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Figure 8. Iris dataset in 8x8 SOM, obtained by the new SOM system:

a) training dataset, b) testing dataset

The trained SOM with an economic dataset is presented in Figure 9. As we can see,
all the members of class I are located in the left top corner. The members of class I make
small clusters, one of them is at the top of the map and the others in the left bottom corner
of SOM.

Errors Ero
QE[ 26610 |TE [ 004 | E1[5.0260 | E2 [115141] E3 100435 | QE 40818 |TE 0333 | E1] o | E2| 15 | E3[ 20616

E4| 76709 | E5 | | Ecenter| 57853 | E4| 0 g5 | Ecenter| 43416 |

a) b)
Figure 9. Economic dataset in 8<8 SOM, obtained by the new SOM system:
a) training dataset, b) testing dataset
The members of class I11 and 1V are located in the right bottom corner, some of the

members fall in the same cell of SOM. In the case of the testing dataset, as we can see in
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Figure 9, only the member of class I is located not in the same place of SOM, as shown in

SOM of the training dataset. Other class members are located in the right places.

4. The experimental results
4.1. Analyzed datasets

Different datasets with different specific features are used in the experimental part of the
dissertation. Some of the datasets were taken from the database ‘UCI Repository of
Machine Learning Databases’ (Asuncion and Newman 2007):

1. Iris dataset. The iris dataset consists of the values of some features of three species
of flowers: Iris Setosa, Iris Versicolor, and Iris Virginica. Four features were
measured, so four-dimensional vectors X;, X,,..,X;5, are formed, where
Xp = (Xp1, Xp2, Xp3, Xpa), P = 1,...,150. The dataset is divided to three classes:
class | — Iris Setosa, class Il — Iris Versicolor, and class Il — Iris Virginica.

2. Glass dataset. The glass dataset was collected by a scientist, who wanted to help
criminalists to recognize glass slivers found. Nine-dimensional vectors
X1, X3, .., X214 are formed, where X, = (xp1, Xp2, s Xpo), D = 1,...214. The
dataset is divided into five classes: class | — building windows, class Il — vehicle
windows, class 111 — containers, class IV — tableware, and class V — headlamps.

3. Zoo dataset. The zoological dataset is about animals and their characteristics.
Sixteen-dimensional vectors X1, X5, o0, Xoy are formed, where
Xp = (Xp1, Xp2, -r Xp16), P = 1,...92. The dataset is divided into five classes: class
| — mammals, class Il — birds, class Il — fish, class IV — insects, and class V —
invertebrates.

The economic dataset consists of the values of some features of the European Union
(EV) countries, and some countries, that strive to become EU members. We have chosen
economic indices of the EU countries in 2009 (Eurostat, 2010). Six-dimensional vectors
X1, X5, ..., X3, are formed, where X, = (xp1, Xp2, s Xpe), P = 1,...214. The dataset is
divided into four classes: class | — the countries that established the European Union
(Belgium, German, France, Italy, Luxemburg, and the Netherlands), class Il — the
countries that joined EU in 1957-1995 (Denmark, Ireland, Greece, Spain, Austria,

Portugal, Finland, Sweden, United Kingdom), class Il — the countries that joined EU in
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2004-2007 (Czech Republic, Estonia, Cyprus, Latvia, Lithuania, Hungary, Malta, Poland,
Slovenia, Slovakia, Bulgaria, Romania), and class IV — the countries that are seeking to
be EU members (Macedonia, Turkey, Iceland, Croatia).

The dataset of different text documents was also used in the experimental
investigation. The dimension of vectors is different, because it depends on the length of
the text document dictionary.

1. Orders of the Ministries. The document of eight text areas taken from the
document database of Seimas of the Republic of Lithuania (LRS, 2013) have been
analyzed in the experimental investigation. 15 similar size orders were selected
randomly from Ministries of Finance, Culture, Transport and Communication,
Health, Education and Science, Economy, the Interior and Agriculture. Using
these orders, three dataset have been created: X! = {X1, X2, ..., X2}, X? = {XZ,
X2, ..., X%}, and X3 = {X3, X3,...,X3,}. All the datasets were divided into four
classes.

The first dataset represents: class | — Health, class Il — Education and
Science, class 111 — the Interior, and class 1V — Agriculture ministries. The second
dataset represents: class | — Finance, class Il — Culture, class 11l — Transport and
Communication, and 1V class — Agriculture ministries. The third dataset
represents: class | — Finance, class Il — Economy, class 111 —the Interior, and class
IV — Agriculture ministries.

2. Scientific papers I. 60 scientific papersX;, X5, ..., X¢o have been taken randomly
from the Internet freely accessible databases (SpringerLink, ScienceDirect, etc.).
The dataset is divided into four classes: class | — papers about artificial neural
networks (ANN), class Il — papers about bioinformatics, class Il — papers about
optimization, and class IV — papers about self-organizing maps.

3. Scientific papers Il. 45 scientific papers X;, X5, ..., X¢o have been taken randomly
from the Internet freely accessible databases (SpringerLink, ScienceDirect, etc.).
The dataset is divided into three classes: class | — papers about Pareto
optimization, class Il — papers about simplex optimization, and class Il — papers

about genetic optimization.
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Such a dataset distribution and class assignment has been performed by the author

of the dissertation.

4.1. Comparative analysis of SOM systems
The proposed SOM system in subsection 3.4 has been compared with other SOM systems
reviewed in subsection 2.5: NeNet, SOM-Toolbox, Databionic ESOM, Viscovery
SOMine, and Orange. After a comparative analysis has been made, we can see advantages
and disadvantages of various systems (Table 3). The systems are compared according to
the following:

K1. There is a possibility to analyze data sets of different sizes.

K2. It is easy to prepare data to the system, there is a possibility to prepare data in

the form of a simple text file.

K3. There is a possibility to split the data into training and testing datasets.

K4. It is possible to use more than two learning parameters.

K5. There is a possibility to use more than one neighboring function.

K6. There is a possibility to change learning rate values in each epoch or each

iteration.

K7. There is a possibility to visualize all data vectors labels in the same cell of SOM.

K8. There is a possibility to see the ratio among different data vectors in the same

cell of SOM.

K9. The distance between neurons are displayed in the SOM.

K10. There is a possibility to choose different SOM visualization techniques.

In Table 3, we can see which criteria are satisfied by all the analyzed systems. The last
column indicates the number of criteria satisfied by the system. The sign ‘+’ means that
the system satisfies the criteria and the sign ‘- means that criteria are not satisfied. As we
can see, the systems NeNet and Databionic satisfy the least number of criteria (3 criteria).
These two systems have only the basic functions and control parameters, so if we want to
carry out a more detailed investigation we have to deal with one or other restriction. The
Viscovery SOMine system (4 criteria) has various visualization techniques, but we can
also select only the basic learning parameters. A similar visualization technique, proposed
in the dissertation was implemented in Orange system, but there are no other important

parameters that could help for deeper investigation, such as various neighboring functions
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and learning parameters, so the system satisfies only 6 criteria. The most criteria are
satisfied by the SOM-Toolbox system (9 criteria) and the new here proposed system
(8 criteria). SOM-Toolbox is created by a T. Kohonen who is SOM originator, so in this
system, a lot of different functions and parameters are realized, which facilitates a deeper
investigation. However, there is no possibility to see the ratio between the different vectors
in the same cell of SOM. This option is implemented in the new SOM system.

Table 3. Comparative analysis of SOM systems

Criteria

>

K1|K2|K3|K4|K5|K6|K7 | K8|K9 | KIO| S

System 2
NeNet — + — — — — — — + + 3
SOM-Toolbox + |+ |+ |+ |+ |+ |+ ]| -]+ + 9
Databionic ESOM + | — | - =] | =1=1=1+ n 3
Viscovery SOMine + |+ | | ] | =1]=1=1+ ¥ | 4
Orange + |+ | = | =+ | = | = |+ | + ¥ 6
New SOM system + + + + + | + + + | - _ 8

* — a similar visualization technique was implemented later than the author of the
dissertation has proposed.

4.2. Investigation of learning parameters of self-organizing maps

The main target of this investigation is to find out how different neighboring functions,
learning parameters, and the way of changes of the learning parameter values (in each
iteration or epoch) influence the SOM results. The quantization Eqg and two proposed
errors E,, E.cnier are used to evaluate the SOM quality.

The experimental investigation was carried out with ‘Orders of Ministry’, glass, and
zoo datasets. First of all, 60 documents of the ‘Orders of Ministry’ dataset are converted
to numerical expressions. When creating the text document matrix, some control factors
are fixed. The numbers are removed, because this information is not informative and does
not define the documents. The primary research has shown that the total number of
frequencies for this dataset is five, because, if we use a larger number, some documents
did not have such words, that were repeated five times, and the documents simply rejected
them. Therefore, we created five different text document matrices which have 60 rows and
a different number of columns: 3812 (when the frequency is equal to 1), 1494 (when the
frequency is equal to 2), 769 (when the frequency is equal to 3), 446 (when the frequency
is equal to 4), and 287 (when the frequency is equal to 5).
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The primary research has shown that the size of the map and a larger epoch or
iteration number do not affect the results essentially. Therefore in all the experiments the
map size is 10x10 and the epoch numbers are equal to 50. The number of epochs multiplied
by the number of data items N corresponds to the number of iterations. Each experiment
is repeated 10 times with different initial values of neurons M;;. The averages of the
quantization error and all the other errors are calculated. The self-organizing map is trained
using 80% of the whole dataset, and the rest 20% of the dataset are used for testing in order
to see how well the testing dataset adapts to the trained SOM.

The summarized results of numerical and textual document datasets are presented in
Figure 10 and Figure 11. The percentages shown in the diagrams are calculated by
summarizing the training and testing dataset results. In the case of the textual dataset, we
can see that 49% of the smallest error values are obtained using the heuristic neighboring
function, and only 20% using the bubble neighboring function. It can be assumed that the
lower heuristic neighboring function values allows us to get better results when we analyze
the textual dataset, and the larger neighboring function values (bubble neighboring
function) make the results worse. In the case of the numerical dataset, we can see that

slightly better results are obtained when the Gaussian neighboring function is used (37%).

60%
49%
50%

40% Soo 37% 359,
Jon [T

30%

20% |

20% [

10% [

Textual dataset Numerical dataset

Bubble [ Gaussian & Heuristic
Figure 10. Summarized results of neighboring functions

As we can see (Figure 12), in the case of the textual document dataset, when
comparing neighboring functions, the best results are obtained using the inverse-of-time

learning rate and the values are changed in each epoch (16%), while the worst results are
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obtained when the linear learning rate is used and the values are changed in each epoch

(7%). In the case of the numerical dataset, the best results are obtained when the linear

learning rate is used and the values are changed in each iteration (17%). The worst results

are obtained when the heuristic learning rate is used and the values are changed in each

iteration (9%).
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Figure 11. Summarized results of learning parameters

4.3. The influence of text document conversion factors on the SOM results

The main target of this investigation is to find out how different text document conversion

factors influence the SOM results. The quantization Egg and two proposed errors E,

Eenter are used to evaluate the SOM quality.

The first testing experiment is carried out with the “Scientific paper I’ dataset to find

out how SOM clusters and visualizes the documents from different areas. Figure 13 shows

that some clusters are obvious.
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Figure 13. SOM of the data, corresponding to the scientific papers on ANN, bioinformatics,
optimization, and SOM

Most data items of the same classes form clusters, only some data items are separated
from their class clusters. All the data of the class IV (SOM) form one cluster. All the data
of the class Il (optimization) form another cluster. Some data items of the class | are
mixed with the clusters of the class Il, because in fact, many words can be the same in the
papers on artificial neural networks and bioinformatics.

In order to find tendencies how the control factors affect the results, we choose the
scientific papers from rather close areas: the papers about the optimization based on
Pareto, simplex, and genetic algorithms (Scientific papers dataset 11). Then the papers are
converted to text documents, and a document dictionary is created. It can be done in two
ways: 1) a researcher manually refers to the words that must be included into the document
dictionary; 2) the document dictionary is created automatically from the text documents
analyzed. The description of included control factors used to create the text document
dictionary in experiments are as follows:

No. 1. At first, we create the text document matrix for the dataset that corresponds to

the optimization papers, where only three words — ‘simplex’, ‘genetic’, and ‘Pareto’

— are included into the dictionary.

No. 2. The dictionary consists of the following words: ‘simplex’, ‘programming’,

‘convex’, ‘corner’, ‘vertices’, ‘genetic’, ‘mutation’, ‘crossover’, ‘chromosome’,

‘fitness’, ‘Pareto’, ‘multiobjective’, ‘front’, ‘dominate’, ‘decision’.
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No. 3. The experiment is carried out disregarding the common word list as a

document dictionary is being created.

No. 4. The common word list created by the Text to Matrix Generator toolbox

(TMQ), is used. This common word list has more than 300 words, such as ‘there’,

‘where’, ‘here’, ‘some’, etc.

No. 5. The TMG toolbox has a common word list unsuitable for scientific papers.

So, considering that the papers about optimization are analyzed here, we create a new

common word list including the words such as ‘function’, ‘fig’, ‘table’, ‘formula’,

‘optimization’, ‘present’, ‘minimum’, ‘maximum’, ‘function’, ‘variable’, etc.

No. 6-8. The experiments analogous to No. 3-5, only the stemming algorithm used
in addition.

The experimental investigation results are presented in Tables 4 and 5.

Table 4. The values of SOM quality errors for training data

No. | Experiment EqE E; E, E; Eenter

1 Manual dictionary creation I, 2,26 284 | 281 | 311 4,01
n=3

5 Manual dictionary creation I, 7,55 425 | 2,30 | 2,38 4,02
n =15
Without the common word 9618 | 449 | 413 | 4.74 1.57

3 i ’ ’ ’ ’ y
list, n = 3441

Common word list obtained 7712 | 286 | 467 | 4,68 1,64
by TMG, n = 3198
5 New common word list, 69,19 | 3,25 | 4,00 | 2,91 3.40
n = 3157

Without the common word
6 | list, but with the stemming
algorithm, n = 2685
Common word list obtained
7 | by TMG and the stemming 88,47 | 3,57 | 407 | 484 2,05
algorithm, n = 2486

New common word list and
8 | the stemming algorithm, 82,70 | 3,48 | 3,95 | 4,60 2,75

n = 2471

105,76 | 4,59 | 3,81 | 3,71 2,32
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Table 5. The values of SOM quality errors for testing data

No. | Experiment EqE E, E, E; Ecenter

1 Manl;al dictionary creation I, 2.92 328 | 1,33 | 2,95 4,37
n=

5 Manliagl dictionary creation Il, | 1445 | 590 | 242 | 3,20 3,26
n =

3 Without the common word 143,68 | 2,75 | 3,24 | 4,90 1,76
list, n = 3441

4 Common word list obtained 122,06 | 1,33 | 0,83 | 1,94 2.40
by TMG, n = 3198

g | New common word list, 117,46 | 1,05 | 0,67 | 348 | 3,13
n = 3157
Without the common word

6 | list, but with the stemming 155,64 | 3,70 | 341 | 447 1,63
algorithm, n = 2685
Common word list obtained

7 | by TMG and the stemming 137,27 | 0,67 | 180 | 534 2,69
algorithm, n = 2486
New common word list and

8 | the stemming algorithm, 134,03 | 083 | 382 | 114 2,27
n = 2471

The summarized results of “Scientific paper I’ datasets are presented in Figure 14.
The percentages shown in the diagrams are calculated by summarizing the training and
testing dataset results (Tables 4-5). As we can see, the best results are obtained using
manual dictionary | (18%). Similar results are obtained when the new common words list

(16%) and manual dictionary 11 (15%) are used. The worst results are obtained without the

use of any common word list (6%).

So when there is a pre-known information about the data analyzed, the best way is
to create the text document dictionary manually. If we do not have information about the
analyzed data, the text document dictionary has to be created automatically. In this case,

it is advisable to include the main words from the analyzed area, because otherwise the

results can be distorted.
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Figure 14. Summarized results of Tables 4 and 5

4.4. The influence of word frequency on SOM results

In this research, the word frequency used to create the text document dictionary is
investigated. The experimental investigation is performed with ‘Orders of Ministry’
dataset. The primary research has shown that the total number of frequencies for this
dataset is 5, because, if we use a larger number, some documents do not have such words,
that were repeated five times, and the documents simply rejected them. So, in total 10 text
document matrices are created: the word frequency is from 1 to 5 and the common word
list is used and not used. The text document matrixes are analyzed by self-organizing maps
and k-means methods. Each experiment is repeated 5 times with different initial values of
neurons M;;. The averages of the proposed errors are calculated and presented in Tables 6
and 7.

Table 6. The overall SOM results of the training dataset

Frequency of words
1 2 3 4 5
Errors
The common word list is not used
E, 25,28 | 27,94 | 27,26 | 26,46 | 28,36
E, 19,95 | 22,55 | 21,86 | 23,81 | 24,55
E; 20,23 | 22,04 | 22,36 | 21,34 | 23,3
E, 21,75 | 23,85 | 24,23 | 28,10 | 26,59
E enter 4,20 3,47 3,46 3,11 2,93
The common word list is used
E, | 27,77 | 27,10 | 26,88 | 25,42 | 2594
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E, 20,13 | 22,85 | 21,40 | 23,31 | 23,29
E. 17,43 | 19,39 | 20,77 | 23,1 | 26,26
E, 23,11 | 23,87 | 2558 | 24,69 | 26,78

E.oprer 410 | 379 | 334 | 354 | 3,10

Table 7. The overall SOM results of the testing dataset

Frequency of words
1 2 3 4 5
Errors
The common word list is not used
E; 2,04 3,56 3,47 3,52 4,60
E, 1,93 2,96 2,59 2,66 3,34
E; 3,33 3,45 4,27 3,32 5,12
E, 1,68 2,92 2,46 3,31 2,18
Ecenter 4,67 4,45 3,78 3,41 3,37
The common word list is used
E; 2,99 2,98 2,76 3,71 3,86
E, 2,38 2,53 2,59 3,17 2,92
E; 3,06 3,16 3,43 3,99 6,28
E, 2,56 2,51 3,26 2,14 2,22
Ecenter 4,59 4,54 3,76 3,88 3,07

The percentages shown in the diagram (Figure 15) are calculated by summarizing

the training and testing dataset results (Tables 6-7).
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Figure 14. Summarized results of Tables 4 and 5

As we can see, the best results are obtained when the smallest word frequency is

selected (33% when the common word list is used and 27% when the common word list
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is not used). When the word frequency is increased, the values of the proposed errors
Ei,E; E5, E4, Ecenter DECOME worse. The worst results are obtained when the common
word list is not used and the word frequency is equal to 5, i. e. all the words are included
in the text document dictionary (9% of all cases).

It is useful to compare the SOM results to that obtained by one of the most popular
clustering method k-means (MacQueen, 1967). At first, the number K of desired clusters
is selected and initial values of cluster centers are assigned. Then, each data item is
assigned to the cluster with the closest centers, and new centers for each cluster are
computed. The steps are repeated iteratively until the stop or convergence criterion is
satisfied. The convergence criterion can be based on the squared error (averaged difference
between the cluster centers and the items assigned to the clusters). The stop criterion can
be a high number of iteration steps. Usually the k-means method quality is estimated by
calculating the square error between the center of the cluster and the cluster assigned to
the data:

Ejgs = Zf(:l 27:1”in o CiHZ'

In the experimental investigation the data are assigned to the classes, so it is
important to evaluate whether obtained clusters match the vector classes. First of all, the
data are clustered into clusters the number of which corresponds to the class number of
the data. Later, the overlaps of the classes and obtained clusters are determined, i. e. the
vectors of some dataset class have to be assigned to the cluster which has the largest
number of members of that class. Then the number of vectors wrongly assigned to the
cluster is calculated. The average results of 10 experiments are presented in Table 8.

Table 8. The overall k-means results

Frequency of words

Error

The common word list is not used

The number of vectors wrongly 20,0 22.9 26.3 30,7 32.1

assigned to the cluster

Ejxs 39929 | 37438 | 33185 | 28885 | 24589

The common word list is used

The number of vectors wrongly
assigned to the cluster 23,2 24,3 24,1 28,8 31,7

Eyxs 37656 | 34775 | 30982 | 26690 | 22693
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Each time when the word frequency is increased, the number of vector wrongly
assigned to the cluster results are the larger, except only the case, where the word
frequency is equal to 2 and the common word list is used. In all cases, where the frequency
of the words is decreasing, the values of error E,xs are decreasing too. However,
evaluation of the results, obtained by error E,xs, iS not appropriate, since the size of a
dataset is various, and the lower value of E,x¢ does not show the clustering accuracy. In
most cases, the accurate results are obtained where the minimal frequency of the word is

selected, and the worst results are where the frequency of the word is equal to 5.

5. Summary and General Conclusions

The investigation of self-organizing maps yield the following results: the new SOM
visualization technique is proposed; new errors for estimation of SOM quality are
proposed, which allows us to compare the coincidence between classes and clusters of
several SOMs; the new SOM system is created in which the proposed visualization
technique, errors and various learning parameters are implemented; the influence of
different SOM learning parameters and text document conversion to numerical expression
factors on the obtained SOM results has been investigated.

The experimental investigation has shown that the proposed visualization technique
and proposed errors are useful for dataset analysis, when data classes are known in
advance. The experimental results led to the following conclusions:

1. The proposed errors properly estimate the coincidence of the data classes and
clusters obtained in SOM.

2. The proposed visualization technique allows us to visualize the ratio between
different class members which fall in the same cell of SOM.

3. Inthe case of the textual document dataset, more accurate results are obtained
according to the proposed errors when heuristic neighboring function is used
(49% of all cases), the Gaussian neighboring function — 31%, and bubble —
20% of all cases; in the case of the numerical dataset, better SOM results are
obtained when the Gaussian neighboring function is used (37% of all cases),
but they do not differ very much from the results obtained using the heuristic

neighboring function (35% of all cases).
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4. Depending on the learning rate selection, the best SOM results for the textual
document dataset (in the case of proposed errors) are obtained, when the
inverse-of-time learning rate is used and the values are changed in each epoch
(16% of all cases). The worst results are obtained when the linear learning
rate is used and the values are changed in each epoch (7% of all cases). In the
case of the numerical dataset, the best results are obtained when the linear
learning rate is used and the values are changed in each iteration (17% of all
cases), and the worse results when heuristic learning rate is used and the
values are changed in each iteration (9% of all cases).

5. Investigations of the text document, used when the text document dataset is
converted into the numerical expression show that more accurate results (in
the case of proposed errors) are obtained, if the text document dictionary is
created manually (18% and 15% of all cases), i. e. the researcher by himself
includes the words to the text document dictionary. When the automatic text
document dictionary creation is used, the accurate results are obtained when
the new common word list is used (16% of all cases) to create the text
document dictionary and the stemming algorithm is not used.

6. The investigation of the word frequency influence on the SOM results shows
that by increasing the minimum number of word frequencies, the overall
accuracy of the SOM results declines; the most accurate results are obtained
when the minimum number of word frequencies is equal to 1 (approximately
30%), and the worst results are when the number of word frequencies is equal

to 5 (approximately 10,5%).
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SAVIORGANIZUOJANCIU NEURONINIU TINKLU VIZUALIZAVIMAS IR JO
KOKYBES NUSTATYMAS

Tyrimo sritis ir problemos aktualumas

Siy laiky technologijos leidzia kaupti didelius kiekius jvairialypés informacijos bei
ja talpinti kompiuterio atmintyje, iSorinése laikmenose arba internete. 1lgg laikg kaupiant
informacijg, saugyklos tampa dideliu SiukSlynu, kuriame daZznai tampa sunku rasti
reikalingus duomenis ar kita naudinga informacija. Siuolaikinés technologijos mums
leidZia surasti 1§ gausybés informacijos vieng ar kitg norimg dalyka greitai, taCiau rasta
informacija daznai biina nenaudinga, iSkraipyta ar neesminé. Todé¢l tai tampa didele
problema ir i8Siikiu kiekvienam naudotojui. Vienas i§ §ios problemos sprendimy biidy yra
panaudoti duomeny tyrybos metodus (angl. data mining), kurie leidzia duomenis
susisteminti juos klasterizuojant, klasifikuojant bei esant galimybei jy rezultatus pateikti
vizualiai.

Vienas i§ duomeny tyrybos metody yra saviorganizuojantis neuroninis tinklas
(SOM). SOM daznai vadinamas saviorganizuojan¢iu zemeélapiu, o kartais pradininko
pavarde — Kohoneno zemélapiu (Kohonen, 2001). SOM tinklai gali biuiti naudojami
duomenims klasterizuoti ir vizualizuoti. SOM gali pagelbéti ieSkant daugiamaciy
duomeny projekcijy mazesnio skaiciaus matmeny erdvéje. Nors jau pra¢jo daugiau nei 40
mety nuo SOM tinkly atsiradimo, taciau jie ir toliau intensyviai tiriami ir taikomi. Laikui
bégant atsirado daug jvairiy SOM praplétimy ir modifikacijy, pradedant nuo mokymo
taisykl¢je jvesty naujy pakeitimy iki skirtingy SOM vizualizavimo bidy. Taciau
pagrindinis mokymo principas iSlieka tas pats. Daug mety SOM tinklai buvo taikomi
jvairiems skaitinés iSraiSkos duomenims klasifikuoti ir klasterizuoti, bet Siuo metu
taikymy sritis yra pleciama tiriant tekstinius ar kito tipo duomentis.

Vienas 1§ SOM tinkly privalumy, lyginant su kitais duomeny tyrybos metodais yra
tai, kad gaunami ne tik skaitiniai jverciai, kaip biina daugumoje kity duomeny tyrybos
metody, bet ir jy rezultatai pateikiami vizualia forma, o vizualig informacija Zmogus
suvokia greiciau nei teksting ar skaiting. SOM tinklai daZznai taikomi duomenims
klasterizuoti. Lyginant su kitais klasterizavimo metodais, jie pasiZymi tuo, kad ¢ia néra
gaunami tiksliai apibrézti klasteriai, t. y. duomenys néra vienareikSmiskai priskiriami

vienam ar kitam klasteriui. Klasterizavimo rezultatus gali jvairiai interpretuoti pats tyréjas,
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stebédamas vizualy SOM vaizda. Tai leidzia pastebéti duomeny tarpusavio panaSumg ir
grupes, kurios i$ anksto néra zinomos, o tai gali buti privalumu pries kitus klasterizavimo
metodus. SOM tinklai gali biiti taitkomi ir duomenims, kurie jau yra priskirti klaséms,
klasterizuoti. Tuomet tyréjas gali matyti, ar klasés sutampa su SOM gautais klasteriais, ir
aiSkintis to nesutapimo prieZastis, kuriy viena gali biiti susijusi su tuo, kad duomenys buvo
netiksliai priskirti klaséms.

Siuo metu yra sukurta jvairiy programiniy sistemuy, kuriose jgyvendinti jvairtis SOM
vizualizavimo biidai, taciau triksta sistemy, kuriose, vizualizuojant SOM tinklg, biity
matoma, kiek ir kokios klasés duomeny priskirta kiekvienam SOM tinklo langeliui.
Problema yra ir ta, kad néra skaitiniy jverciy, parodanc¢iy duomeny klasiy ir SOM gauty
klasteriy sutapima.

Be to, SOM rezultatas labai priklauso nuo jvairiy mokymo faktoriy parinkimo, todél
iSkyla problema, kokias faktoriy reikSmes parinkti analizuojamiems duomenis. Taip pat
svarbu iStirti, kokios reikSmes leidzia gauti tikslesnius rezultatus, kai analizuojami
skirtingo tipo duomenys: tekstiniai ir skaitiniai.

Taigi Sioje disertacijoje sprendZiamos dvi pagrindinés problemos:

1. Duomeny, priskirty tam tikroms klaséms, vizualizavimas, taikant
saviorganizuojanc¢ius neuroninius tinklus, 1ir gauty rezultaty kokybés
vertinimas.

2. Gauty rezultaty priklausomybé nuo saviorganizuojancio tinklo mokymo

faktoriy reik§miy parinkimo.

Tyrimo objektas

Disertacijos tyrimo objektas — duomeny Kklasterizavimas, klasifikavimas ir
vizualizavimas, naudojant saviorganizuojancius neuroninius tinklus, bei jy kokybés

vertinimas.

Darbo tikslas ir uzdaviniai

Darbo tikslas — sukurti saviorganizuojanciy neuroniniy tinkly vizualizavimo buda,
leisiantj vizualizuoti skaitinius ir tekstinius duomenis, kuriy klasés i§ anksto zinomos, ir
stebéti gauty klasteriy ir duomeny klasiy sutapimg bei pasitilyti ir istirti Siuos sutapimus

jvertinancias paklaidas.

42



Siekiant tikslo biitina spresti Siuos uzdavinius:

1. Atlikti esamy SOM vizualizavimo budy analiting apZvalga.

2. Pasitlyti paklaidas, jvertinan¢ias SOM gauty klasteriy ir duomeny klasiy
sutapimg.

3. Pasitilyti SOM vizualizavimo biidg duomenims, kuriy klasés yra Zinomos, tirti.

4. Sukurti programing sistemg, kurioje igyvendintas pasitlytas SOM
vizualizavimo biidas, bei SOM kokybg jvertinancias paklaidas.

5. Eksperimentiskai iStirti pasiiilyta SOM vizualizavimo biidg, paklaidas,
priklausomai nuo SOM mokymo faktoriy reikSmiy, tiriant skaitinius ir

tekstinius duomenis.

Tyrimo metodai

Analizuojant mokslinius ir eksperimentinius pasiekimus saviorganizuojanciy
neuroniniy tinkly srityje, buvo naudoti informacijos paieSkos, sisteminimo, analizés,
lyginamosios analizés ir apibendrinimo metodai. Remiantis eksperimentinio tyrimo
metodu, atlikta statistiné duomeny ir tyrimy rezultaty analize, kurios rezultatams jvertinti

naudotas apibendrinimo metodas.

Darbo mokslinis naujumas

1. Pasiiilytas SOM vizualizavimo budas, skirtas skirtingy klasiy tiek tekstiniy, tiek
skaitiniy duomeny, pakliuvusiy i vieng SOM langelj, santykiui pavaizduoti.

2. Pasitlyti naujas SOM kokybe jvertinancias paklaidas, kai analizuojami duomenys,
priskirti i§ anksto Zinomoms klaséms.

3. Istirta tekstiniy dokumenty konvertavimo j skaiting iSraiskg faktoriy jtaka gautiems

SOM zem¢lapio rezultatams.
Ginamieji teiginiai
1. Pasitulytas SOM vizualizavimo biidas leidzia pavaizduoti skirtingy klasiy duomeny,
pakliuvusiy j tg pat] SOM Zemélapio langel;, santykius.
2. Pasitlytos SOM kokybés jvertinimo paklaidos leidzia jvertinti duomeny klasiy ir
SOM gauty klasteriy atitikima.

3. Tekstiniy dokumenty konvertavimo | skaiting iSraiSkg tinkamas faktoriy

parinkimas pagerina gautus SOM rezultatus.
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Darbo rezultaty praktiné reikSmé

Sukurta SOM programiné sistema, kurioje jgyvendintas ne tik pasitlytas SOM
vizualizavimo biidas bei SOM kokyb¢ nustatancCios paklaidos, bet ir yra galimybé
pasirinkti jvairias kaimynystés funkcijas bei mokymo parametrus, kuriy reikSmeés gali
keistis arba kiekvienoje iteracijoje, arba kickvienoje epochoje. Taip pat yra galimybé
iSskaidyti nagrinéjama duomeny aibg¢ j du poaibius: mokymo ir testavimo. Dél Siy
priezas¢iy sukurta SOM sistema gali buiti naudojama ne tik duomenims analizuoti, bet ir
SOM tinklui tirti. Dalis tyrimy rezultaty gauti vykdant Europos socialinio fondo
finansuojamg projekta ,,Paslaugy interneto technologijy kiirimo ir panaudojimo naSiy
skai¢iavimy platformose teoriniai ir inZineriniai aspektai* (Nr. VP1-3.1-SMM-08-K-01-
010).

Darbo rezultaty aprobavimas

Tyrimy rezultatai publikuoti 7 moksliniuose leidiniuose: 5 periodiniuose
recenzuojamuose mokslo zurnaluose, i§ jy — 2 leidiniuose, referuojamuose ,,Thomson
Reuters Web of Science* duomeny bazéje ir turin€iuose citavimo indeksg; bei 2 straipsniai
— konferencijy praneSimy medziagoje. Taip pat publikuotos 2 santraukos tarptautiniy
konferencijy santrauky rinkiniuose. Tyrimy rezultatai buvo pristatyti ir aptarti Siose

nacionalinése ir tarptautinése konferencijose Lietuvoje ir uzsienyje:

Disertacijos struktura

Disertacijg sudaro 5 skyriai ir literatiiros saraSas. Pirmas disertacijos skyrius yra
,Ivadas“. Sioje dalyje yra pateiktos disertacijoje sprendziamos problemos, tikslas,
uzdaviniai, naudoti tyrimo metodai, ginamieji teiginiai, mokslinis naujumas, disertacijos
praktiné reikSmé bei darbo rezultaty aprobavimas. Antras skyrius ,,Saviorganizuojanciy
neuroniniy tinkly apzvalga“ skirtas saviorganizuojanciy neuroniniy tinkly metodui bei jo
mokymo faktoriams pristatyti. ApraSytas biidas, kaip yra konvertuojami tekstiniai
duomenys | skaiting iSraiskg. Apzvelgtos Sio metodo modifikacijos bei praplétimai.
Pateiktos populiariausiy saviorganizuojan¢iy neuroniniy tinkly sistemy vizualizavimo
galimybés. TreCiame skyriuje ,,Naujas SOM vizualizavimo biidas bei jo kokybe
nustatancios paklaidos® pateiktas naujai pasitilytas SOM vizualizavimo biidas, aprasytas

jo pranasumas, lyginant su kitais antrame skyriuje apraSytais sistemy vizualizavimo
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btdais. Taip pat pasiiilyti matai, kurie leidzia jvertinti gauto SOM Zemélapio kokybe, kai
yra nagrin¢jami duomenys, kuriy klasés yra 1§ anksto Zinomos. Skyriuje ,,Eksperimentiniy
tyrimy rezultatai“ pateikti eksperimentiniai tyrimai, jy apraSymai bei gauti rezultatai.
Paskutiniame skyriuje ,,Bendrosios iSvados™ yra disertacijos iSvados bei rezultatai.
Papildomai disertacijoje pateiktas naudoty Zyméjimy sgrasas. Bendra disertacijos apimtis
— 132 puslapiai, kuriuose — 49 paveikslai ir 27 lentelés. Disertacijoje remtasi 87 literatiiros

Saltiniais.
Bendrosios iSvados

Tiriant saviorganizuojancius neuroninius tinklus, gauti Sie rezultatai: sukurtas naujas
SOM vizualizavimo biidas; pasitilytos paklaidos, leidZiancios jvertinti (tarpusavyje
palyginti) keliuose SOM Zemélapiuose susidariusiy klasteriy atitikimg Su duomeny
klasémis; sukurta nauja SOM sistema, Kkurioje jgyvendintas pasitlytas SOM
vizualizavimo biidas, SOM kokybg jvertinancios paklaidos bei galimybé rinktis jvairius
SOM mokymo faktorius; iStirta SOM mokymo faktoriy bei tekstiniy dokumenty
konvertavimo j skaitinius duomenis jtaka gautiems SOM rezultatams.

Atlikti tyrimai atskleidé darbe pasitilyty SOM rezultaty kokybe, vertinty paklaidy bei
pasitlyto SOM vizualizavimo buido nauda, tiriant duomenis, kuriy klasés i§ anksto

zinomos. Remiantis eksperimentiniy tyrimy rezultatais, padarytos Sios i§vados:

1. Pasitlytos SOM zemélapio kokybe jvertinancios paklaidos tinkamai parodo
duomeny klasiy ir klasteriy atitikimg Zemélapyje.

2. Pasitulytas SOM vizualizavimo biidas leidzia pavaizduoti skirtingy klasiy
duomeny, pakliuvusiy j tg pati SOM Zemélapio langelj, santykius.

3. Tiriant tekstinius duomenis, pasitlyty SOM kokybe jvertinanciy paklaidy
prasme, euristinés funkcijos naudojimas, leidzia gauti tikslesnius rezultatus —
49 % tirty atvejy, Gauso funkcijos — 31 %, burbuliuko — 20 %; tiriant skaitinius
duomenis geriausi SOM rezultatai taikyty paklaidy prasme gauti, naudojant
Gauso kaimynystés funkcijg (37 % atvejy), taCiau jie mazai skiriasi nuo
rezultaty, gauty naudojant euristing funkcija (35 % atvejy).

4. Atsizvelgiant ] naudota mokymo parametrg, geriausi SOM rezultatai vertinty

paklaidy prasme tekstiniy duomeny aibei gauti, naudojant atvirkstinj laikui
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mokymo parametra, kei¢iant jo reikSmes kiekvienoje epochoje (16 % tirty
atvejy), o blogiausi, — naudojant tiesinj mokymo parametrg, keiiant jo
reikSmes kiekvienoje epochoje (7 % tirty atvejy); Skaitiniy duomeny atveju
geriausi rezultatai gauti, naudojant tiesinj mokymo parametrg, keiCiant jo
reik§mes kiekvienoje iteracijoje (17 % tirty atvejy), o blogiausi, — naudojant
euristinj mokymo parametra, keiciant jo reikSmes kiekvienoje iteracijoje (9 %
tirty atvejy).

5. Tiriant zodyno, kuris naudojamas konvertuojant tekstinius dokumentus j
skaitinius duomenis, sudarymo biidus, tiksliausi SOM rezultatai naudoty
paklaidy prasme gauti Zodyng sudarant rankiniu biidu (18 % ir 15 %), t. y. 1 ji
jtraukiant norimus raktinius ZodZius; Tiriant automatinius Zodyno sudarymo
biidus, tiksliausi SOM rezultatai gauti (16 %), kai sudarant Zodyng atmetami
dazniausiai vartojami zodziai i§ sgraSo, sudaryto atsizvelgiant j dokumente
pateikiamg informacija ir nenaudojamas joks zodziy kamieno iSskyrimo
algoritmas.

6. Tiriant zodZiy pasikartojimo dokumente skaiCiaus jtaka SOM rezultatams,
didinant minimaly zodziy pasikartojimy skaiciy, bendras SOM rezultaty
tikslumas mazg¢ja; tiksliausi rezultatai gauti, kai minimalus pasikartojimy
skaiCius lygus 1 (vidutiniskai 30 %), o blogiausi rezultatai, — kai minimalus

pasikartojimy skaicius lygus 5 (vidutiniskai 10,5 %).
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