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1. INTRODUCTION
1.1. Research area

The main goal of image analysis is to acquire knowledge from images
needed for the subject area in order to make a decision. Spatial
information describes the connection between the spatial data and the
features of this data. Image analysis objects for which spatial
information is available are whole images, areas of the images and
their sets, and separate image pixels. Spatial information and its
applications are analyzed and applied in this dissertation for objects in
images and in their sets (images in 3D space). Separate pixels and their
sets are considered. Such objects are described not only by their
location in space, but also the relationship between these objects:
spatial distance, spatial dependence — spatial autocorrelation,
information of class labels and other statistical information linked with
these objects. The usage of information from objects in images in
order to acquire new information is also considered. In this case image
size or the size of the main object in the image is used in order to
achieve methods’ universality.

1.2. Relevance of the Problem

Data collection in the form of digital images is inseparable in many
fields of our day life. Images are gathered and archived in almost every
field. Because of the improvement of the technical equipment, images,
image retrieval, collection, and analysis have become an integral part
of biomedical, natural and social sciences, and engineering. Image
analysis is already becoming an important new tool and information
retrieval for image extraction equipment. This area is facing new
challenges and opportunities.

The use of spatial information in a study of image classification
began a long time ago (Haralick, 1979), and the advance of the
technical possibilities in the data analysis of the relevance of these
studies is growing (Wang et al., 2016). In practice, the image analysis
and processing are used in the range of methods that were created a
long time ago and are now used for many issues. However, these
methods are studied and perfected even today (Wang et al., 2016; Miri
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etal., 2017; Troya-Galvis et al., 2018). Much attention is paid to image
filtering (Mun et al., 2018; Guo et al., 2018), object extraction,
segmentation, recognition, classification (Oztiirk et al., 2018),
(Krishnan et al., 2018) and other methods.

One of the problems in image classification is to divide the
observed image into several regions by labeling its pixels. This is done
by taking into account point features and information about their
spatial relationships with the training sample. Author Switzer was the
first who used spatial relationships in classification (Switzer, 1980).
Geostatistical methods are widely used in image classification. These
methods use spatial autocorrelation, which shows the degree to which
the correlation changes with the distance between objects (Liu et al.,
2009) and it is being studied in the methods proposed by many authors
(see Atkinson et al., 2009; Comber 2013; Li et al., 2014). Spatial
autocorrelation is used in Bayes discriminant functions, where the
parameters are often evaluated considering that the object used for
classification is independent from training sample objects. In the
article (Ducinskas, 2009) the parameters were evaluated taking into
account the spatial dependence with the training sample. The
applications of Bayes discriminant functions in image analysis and the
influence of spatial correlation were analyzed in the dissertation
(Stabingiené, 2012).

Eye fundus vessels are the only human blood vessels that can be
observed by non-invasive imaging techniques (Miri et al., 2017; Fraz
etal., 2014). Manual and automated structural analysis is often applied
to eye fundus images (Mirsharifa et al., 2013; Sim et al., 2015). This
analysis makes it easier to diagnose diseases, especially in the early
stages of the disease (Li et al., 2014). Many diseases can be early
diagnosed from eye fundus image analysis according to several
different signs. Ophthalmologists associate certain features according
to arterial and vein widths with some diseases such as diabetic
retinopathy, atherosclerosis, hypertension, and so on. The diseases
affect arteries and veins, resulting in an abnormal artery and vein
width ratio.

When new technical possibilities emerged, the methods of deep
learning were researched and applied (LeCun et al., 2015).
Convolutional neural networks are widely used in image analysis
(Krizhevsky et al., 2012), which help to solve very complex problems.
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The 3D convolutional neural network is used to identify human
actions from video (Ji et al., 2013). Adaptive gesture recognition
system is published in the article (Neverova et al., 2016). Human face
analysis possibilities in DeepFace system are presented in (Taigman
etal., 2014). The methods themselves are also being studied (Yosinski
et al., 2014). The analysis of the eye fundus image is not an exception
either; here these methods are applied in various situations (Almotiri
et al., 2018). The convolutional neural networks use information
extracted from digital images about objects in them using a variety of
filters that are widely used in image processing. The lack of
information required for such methods is solved through image
augmentation techniques, which also employ a variety of image
analysis techniques. These examples illustrate the fact that knowledge
of patterns in digital images can be used to improve the existing or
new approaches in deep learning and in other fields.

1.3. The Aim and Tasks of the Research

The goal of the research is to find new statistical decisions for spatial
information in digital images, to apply and investigate their
application possibilities for analyzing eye fundus images.

The object of the research is the spatial information in digital
images.

To realize the aim of research, it is necessary to solve the following
tasks:

1. To analyze the influence of spatial correlation to supervised
classification methods.

2. To insert the influence of spatial correlation into prior
probabilities of plug-in Bayes discriminant functions.

3. To propose new neighborhood selection methods and to
investigate their influence on classification; to find the best
neighborhood selection method for classification of image places
further from the training sample.

4. To examine statistical image analysis methods employed for eye
fundus images used in eye fundus vessels research.

5. To find the way of using statistical decisions for spatial
information in eye fundus blood vessel measurements.



ok

To use spatial information in eye fundus blood vessel
classification for problem solving.

1.4. Scientific Novelty

Classification method SCRD is developed; class prior
probabilities depend on the training sample in this method taking
into account spatial correlation.

The influence of neighborhood selection methods on supervised
classification is analyzed, and the best technique for the SCRD
method is determined.

SCRD classification method based on spatial distance and
correlation is generalized for data with 3D coordinate systems.
Adaptive eye fundus image analysis method is developed.

Spatial distance-based function is used for blood vessel profile
information extraction applied in blood vessel width
measurements in eye fundus images.

Automatic classification method, based on spatial normalization
of the features, is developed. The method is used for artery-vein
ratio calculations.

1.5. Statements to be Defended

Prior class probabilities depend on spatial correlation between the
training sample and object to be classified.

The choice of the neighborhood selection method makes more
precise classification for image places where the training sample
for one of the classes is not available.

The usage of spatial functions in image profile extraction lets us
use the general measurement method for eye fundus images of
different sizes.

Spatial distance employed in normalization of features used in
classification helps to reduce the influence of uneven image
lightening.



1.6. Approbation of the Research

The results of the research were published in two peer-reviewed
journals, in five peer-reviewed conference proceedings journals and
were presented and discussed at eleven national and international
conferences.

1.7. Outline of the Dissertation

The dissertation consists of five chapters and references. The chapters
of the dissertation are as follows: Introduction; Spatial information
and image analysis; Spatial classification rule; Eye fundus blood
vessel classification; and Conclusions. The dissertation also includes
a list of notation and abbreviations. The scope of the work is 110 pages
that include 36 figures and 10 tables. The list of references consists of
125 sources.

2. SPATIAL INFORMATION AND IMAGE ANALYSIS

In this chapter spatial information used in image analysis is
considered. Methods for extracting information from images are
analyzed. These methods are used for image filtering, object
extraction, recognition and classification. Geostatistical, image
processing, deep learning and other methods are analyzed. Eye fundus
image analysis is studied as a field of applications.

Spatial data is any knowledge of location, forms, relationships
between them, and geographical features. The main feature of spatial
data is the relation of data to the coordinate system. In geography or
geostatistics, spatial data are defined as data directly or indirectly
associated with a particular location or geographical area (Cressie,
1993). In digital images, spatial data is associated with image
coordinates or image regions.

The 2D digital image consists of a pixel grid. The pixel is the
smallest image element. Each pixel corresponds to one or more values
called point intensity values. The intensity values differ depending on
the location of the point s(x, y), where x corresponds to the horizontal
position of the pixel and y is the vertical position. Image I(s) is a
function that links image coordinates (point) with intensity values. For
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color image encoded by RGB (Red, Green, Blue) color mixing, I(s) =
(1r(s), I¢(s),I5(s)). Since the points in digital images are at equal
distances in the R? space, the pixel matrix corresponds to the values
of the image function I(s) at those points. In digital images,
coordinates and corresponding intensity values are treated as spatial
data.

Spatial information defines the physical meaning of objects and the
relationship between objects. In geostatistics spatial information is a
link between locations, people, activities, and other objects. In image
analysis spatial information links pixels or areas of pixels form spatial
data. Spatial information in digital images is characterized by clusters,
textures, distances, correlations, classes and other. This information
derives from spatial data and is further used to generate knowledge
and make decisions as shown in Fig. 1.

=5

I:D Decision making

Carrelation
cmsters\‘ /. Distorce I+
Classes
Data Information Knowledge

Fig. 1. Data, information and knowledge in image analysis.

Formally, we can define spatial data as a result of spatial
observations. When  observation is performed at the
d-dimensional Euclidean space point s € R¢, the observation at Z(s)
space point s is variate. Then the mathematical model of spatial data
(spatial population) is a random field (RF) {Z(s):s € D}, where D c
R4 is a set of spatial indexes, and the realization of a random field is
marked as {z(s):s € D}.

Supervised classification methods are often considered to be
independent from the training sample points. In addition to the
assumption of independence, the methods can use not only training
sample data, but also spatial information from this data. The use of
this information improves the way the methods work and allows the
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model to include spatial autocorrelation and other information into the
model.

It has been found that spatial correlation in classification is without
the classification point independence from the training sample
assumption, so spatial distance information of the training sample is
used for more accurate classification. It is also useful to identify other
ways of taking into account the influence of spatial dependence on
classification. This can be done by calculating the prior class
probabilities.

The analyzed Bayes discriminant functions with spatial
dependence provide high accuracy. Modern technologies also produce
3D images. These images are often used in medicine (CT, MRT).
Therefore, it is useful to generalize spatially-based methods so that
they can be applied to images of a higher spatial dimension.

Currently, the deep learning methods are in focus. In image
analysis, especially in the area of image classification, convolutional
neural networks are investigated and applied. These, though requiring
large computing resources, produce very good results and generate
relevant application opportunities. The convolutional neural networks
use spatial information from digital images about objects in these
images applying filters widely used in image processing. Problems
with lack of training information are solved by image augmentation,
which also uses a variety of image analysis and processing techniques.
These examples illustrate that knowledge of patterns in digital images
can become a tool for developing deep learning and other methods.

One of the areas of the application of spatial information in image
analysis is the analysis of medical images. This analysis is a useful
tool for monitoring disease progression and early diagnosis. One of
the important areas of application is the analysis of the eye fundus
images. In this area, spatial information-based statistical decisions can
be used to create more accurate and adaptive analytical tools.

Several features are used to identify illnesses using eye fundus
image analysis. One of these features is the ratio of arteries to veins —
AVR. Calculating this parameter for an ophthalmologist takes a lot of
time, and automated and fully automated systems make it easier to do
the calculations and to diagnose the disease.

Calculating AVR automatically is a complex task because it
consists of several steps. It is important to identify the optic nerve disc
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(OD), to determine the measuring zone of the AVR parameter, to
identify the major blood vessels, to classify them into vein and artery
classes, and to measure the vascular width. The most difficult parts of
this process are the classification of blood vessels and the
measurements of vascular width. The main causes of classification
errors are uneven lighting, vessel overlapping and noise. These
problems must be taken into account when developing automatic
methods.

Various filters and other operations are often useful for analyzing
eye fundus images. Many of these operations require specific
parameters to be chosen. Methods often use image reduction
operations to align parameter values. This will result in the loss of
image information. Instead of reducing images (by aligning sizes), it
iS more appropriate to recalculate the parameters that depend on the
image size while developing these methods.

Many of the AVR measurement methods use the LDA classification
adjusted with a certain image base. However, when creating an
automatic method of calculating AVR with images from an unknown
image database, the classification method should be independent of it.

3. SPATIAL CLASSIFICATION RULE

In this chapter, the statistical supervised classification method is
presented and analyzed. Spatial classification rule based on the plug-
in Bayes discriminant function with posterior distribution of class
label ignoring the distances among the locations is denoted by SCR.
The extended method depending on distances among unclassified
locations and training sample locations is called SCRD (Spatial
Classification Rule with Distance).

3.1. Method description

For the proposed method features are modeled by stationary Gaussian
random field (GRF) {Z(s): s € D c R?}, and class labels are modeled
by discrete Markov random field (MRF). Such modeling is common
in image analysis. In the context of image analysis index s means
pixel.
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The marginal model of observation Z(s) in class Q; is Z(s) = y; +
e(s), where y; is the mean, and the error term (s) is generated by
zero-mean stationary Gaussian random field {e(s):s € D} with
covariance function defined by model cov{e(s), e(w)} = a?r(s — u)
forall s,u € D, where r(s - u) = r(h) is the spatial correlation function
and o2 is variance as a scale parameter. During the experiments, the
exponential covariance function is used:

C(h) =o?- e_% 1)

where « is the correlation range parameter.

r(s—u)=r(h) = e_g )

where h is the Euclidean distance between s and u locations.

Let L = {1,2} be a label set. A label of pixel s € D associated with
Z(s) isarandom variable Y(s) taking valuesin L. LetS,, = {s; € D;i =
1, ...,n be aset of training pixels. Set Y = (Y(s1), ..., Y(s,)) and Z =
(Z(s1), -, Z(sp))" and call them labels vector and features vector
respectively. Thus, the vector T = (Z,Y) constitutes the training
sample. Suppose that the event {T=t} is equivalent to the event {Z =
z} N {Y =y}, where t, z; y are the realizations of the corresponding
random vectors.

Let’s assume that the model of Z for given Y =y is Z = X, u + E,
where X,, is a design matrix, u" = (u, 42) and E is the n-vector of
random errors that has multivariate Gaussian distribution V;,(0, 62R).
Let’s consider the problem of classification (estimation of Y(so)) of the
feature observation Z, = Z(sy), So €D, sq € S, with the given
training sample T=t. Here so is the location of the observation to be
classified. Z,, = (Z(s;|s; € S,)) is the feature vector from the
neighbor observations of the observation to be classified. Denote by
1, the vector of spatial correlations between Zy and Z,.. Also denote by
R the matrix of spatial correlations among components of Z,. R and ro
components are calculated according to the Eq. (2). Since Zp is
correlated with the training sample, we have to deal with conditional

13



Gaussian distribution of Z, given T=t (Z=z, Y=y) with means p{, and
variance o, that are defined by

uip = E(ZolT = t;Y(s0) = ) = my(s0) + g (20 — Xy 1), 3)
3
0ge =V(ZoIT = ;Y (so) = ) = 0*Ro,

where af = 7{R™Y, Ry, = 1 —gR 'y and 1 = 1, 2.

In this methodology assumption that the posterior distribution of
Y(so) given T=t depends only on Y=y and No is made. The posterior
distribution of Y(so) is

m(y) =P(Y(so) =T =¢t),l =1,2. 4)

Suppose that means {u;(s)} and o2 are unknown and need to be

estimated from training sample T. Let u and o2 be the estimates of u
and o2, based on T=t. Let’s denote the three component vector of

parameters by W’ = (u, 02) and the vector of their estimates by ¥’ =

)

The plug-in Bayes discriminant function (PBDF) is obtained by
replacing the parameters in Bayes discriminant function (BDF) with
their estimates based on T=t. Then PBDF to the classification problem
specified above is

A 10 410 "0 _"o
(%) = (20 e, @
ot

08, = b+ ab (2~ ),
19, = E(Zy|T =t;Y(sy) =1) = i, + (6)
Hit 0 » I'(So Hq
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A3 = E(ZyIT = t;Y(sp) =2) = 1, +
, iy
ag |z, — X (A) ,
0<n y MZ)

. ' -1 _ J1i
a=(X)R7X,)” X,R'Z = (é)

6& =Var(Zy|lT =t;Y(sq) = 1) = 52R0n,

52 = (Z_Xyﬁ)R_l(Z—Xyﬁ), (7)
n-—2
y(y) = In(m (v) /72 (). (8)

SCR is denoted as the classification rule based on the posterior
distribution of Y(so) specified by

1
21,

14eP(1-7)

m(y) = m =01,..,n, (9)

when I, = {i:s; € Ny = NN(8),i = 1,...,n} and where p is non-
negative constant called a clustering parameter, and n; is the number
of locations from No with label equal 1. Here NN(8) is the nearest
neighbor scheme with eight nearest neighbors.

The proposed spatial classification rule SCRD is based on the
following posterior distribution

8(y;=1)
. S0i=1) E aGs;
ZI'EIOd(Si,SO) _ el (550)

7T1 (y) = ) 2 B(yi=j) - 1 ]
ZLEIO Zj=1d(si,so)
i€l

d(si,so)
0

(10)

where 6(-) is 0 — 1 indicator function and d(-, -) denotes the
Euclidean distance function between locations. For the case of two
classesm, =1 —m;.
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Fig. 2. lllustration of spatial situation.

According to the situation illustrated in Fig. 2, using the SCR
method the probabilities of class labels are m; = %and Ty = % While
using the SCRD method, the prior probability of the first class
increases because the observation to be classified sq is closer to the s;
and s; locations than to the locations sz and ss. According to the SCRD

method for the situation illustrated in Fig. 2 m,, prior probability is
calculated:

Sy =1) +5(J’2 =1) +5(J’3 =1) +5()’4 =1)

— 1 1 2 2 _
mo) = S (=D, 30=2) B
i=Iy d(silso) d(si'so) (11)
2 2

TEREDETD
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3.2. Method operation study

The aim of this experiment is to test the overall accuracy of the
proposed method. The artificially corrupted images of different
symbols are used in this experiment for classification. All calculations
are done with the statistical computing software R (R Core Team,
2018).

In this experiment 100 different images are used. The dimensions
of every image are 200 x 200 pixels. Every initial image consists of
pure white and pure black color pixels. All the images are prepared
outside the R software and read using “rtiff” package. This package
reads .tiff type image and produces the number matrix corresponding
image pixels. With this package black pixels become 0 and white
pixels become 1 inside of the number matrix. All other gray level
pixels are from the interval (0; 1).

According to every initial image, the training sample is randomly
generated for every class; 0.8% of image points are used in the training
sample. That is only about 320 from 40 000 points are taken for the
training sample. The first class is sampled from white pixels and the
second from black pixels. Sampling is done proportionally for each
class.

Further initial images are corrupted by spatially correlated
Gaussian random fields. Random fields are generated with “geoR”
package inside R software using isotropic exponential covariance
function and variance equal to 1. During this experiment, the influence
of correlation range parameter « is also investigated. Therefore, each
of the initial images is corrupted by four different Gaussian random
fields where spatial correlation range parameter « is equal to 5, 10, 20
and 50. Four different Gaussian random fields generated with different
a parameter values are shown in Fig. 3. These four Gaussian random
fields are generated separately for every initial image.
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Initial image Generated random fields

Training sample points

First class Second class

Fig. 3. Experiment preparation scheme: 100 different images for 4 different
a values are prepared according to this scheme.

Every generated random field is a number matrix and this matrix is
normalized in order to gain values between 0 and 1. Then such field is
combined with initial image by summing their matrix values
according to the equation:

I = (A —pg) Iz + D¢ - Igrr, (12)

here p. € [0;1] is noise level, I, is a new image with spatially
correlated noise, I, — initial image and I;gF iS an image of spatially
correlated noise.

During the experiment p, = 0.67 value or image and noise
proportion 0.33:0.67 was used. This is done in order to get an image,
which is corrupted hard enough for such classification problems. The
whole experiment preparation scheme is shown in Fig. 3. According
to the preparation scheme, 100 different images were prepared for
classification. This gives us 400 different images because of four
different a values which were investigated.

3.3. Method results

During the experiment all 400 different corrupted images are
classified by six different classification methods. The classification
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process is done using six different classification methods: SCR, SCRD
and other four supervised classification methods that are commonly
used for image per pixel classification. These methods are Logit, RF,
NNet and SVM. After the classification plenty of resulting images
were obtained. One of the classification sets with the letter “B” is
presented in Fig. 4.

Images for
¢ class?ﬁcation SERD Sen

: 4

10

20

50

W W W
W w

B

Fig. 4. Visual results of the experiment. Such classification sets are obtained
for 100 different initial images.

According to the visual classification results presented in Fig. 4, it
can be shown that the SCR method performs better than the other
commonly used classification methods. The new classification method
SCRD proposed here is even better. The classification errors appear at
the same places for both methods but for the new method these error
places are smaller. Furthermore, it can be seen from the visual results
that they become better for the SCR and SCRD methods when the
spatial correlation range parameter a r increases. The other commonly
used methods produce opposite results.

After the classification all the resulting images are analyzed
numerically. The average classification accuracy, standard deviation
of classification accuracy, the minimum and the maximum
classification accuracies are calculated for every method and
presented in the Table 1.
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As it was mentioned before, the influence of the parameter « is
tested in this paper. The results of the overall classification accuracy
for increasing the a parameter are presented in Table 2.

Table 1. Overall classification accuracy results.

Method | SCRD SCR Logit RF NNet SVM
Average 0.984 0.977 0.908 0.888 0.907 0.908

c 0.009 0.014 0.030 0.037 0.030 0.030
Min 0.946 0.925 0.759 0.731 0.761 0.756
Max 0.999 0.999 0.978 0.965 0.977 0.978

Table 2. Average classification accuracy according to parameter a.

" Method

SCRD SCR Logit RF NNet SVM
5 0973 | 0.962 0.927 0.910 0.926 0.926
10 0.980 | 0.971 0.915 0.896 0.914 0.915
20 0.988 | 0.984 0.905 0.882 0.904 0.904
50 0.994 | 0.993 0.886 0.863 0.886 0.886

According to the numerical results presented in Tables 1 and 2, it
can be stated that the SCRD method is better than the earlier SCR
method. The classification accuracy for the SCRD and SCR methods
increases for the larger a values while the accuracy of the other
commonly used classification methods decreases.
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Fig. 5. Overall accuracy results of classification.

The influence of noise level p. was tested more deeply in further
experimental research. During this experiment it was determined that
when noise level p, = 0.75 the SCR and SCRD methods start to gain
advantage over other methods. The SCRD method gets the advantage
over the SCR method when p, > 0.85. The results of this research
are presented in Fig. 5.

3.4. Other research of the method

Analyzing the results of the previous experiments more deeply some
important cases were noticed. During the classification some parts
were misclassified because there were no training samples
corresponding to the appropriate class. These parts were surrounded
by the training sample points of other class. A few such situations are
presented in Fig. 6. This situation is examined by proposing to use
different neighborhood schemes, which always include at least one
training sample element from each class.
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Fig. 6. Illustration of complicated situations.

The NN(n) method selects n nearest neighbors from the training
sample. According to this method, various amounts of different class
training sample elements can be selected. There can be a situation
when all selected neighbors are from the same class, therefore the
classified pixel is also assigned to this class.

The NNc(n, m¢) method selects n nearest neighbors from the
training sample as the NN(n) method. If n; (selected neighboring points
from the i-th class) is smaller than m, then additional m. - n; neighbors
are selected from the training sample from the i-th class and it is done
for all classes. In this case there are always at least m¢ elements from
all classes and this means that the information from all classes is used
for classification for every pixel to be classified.

The NNRru(ri, n) method selects neighbors form the training sample
where the Euclidean distance between training sample pixels and pixel
to be classified is smaller or equal to the radius r. In this case the
situation can occur when no training sample is selected. Therefore, if
the number of selected neighbors from the training sample is smaller
than n, the radius r; is increased until at least n neighbors are selected.
Using this method the same situation as with the NN(n) method can
occur when all selected neighbors are from the same class, therefore
another modification is needed.

The NNgo(r, n, m¢) method selects neighbors from the training
sample in the same way as the NNg(r, n) method. When at least n
neighbors are selected, the radius r; is increased until mc training
sample elements are selected for all classes.
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Flg 7. Visual results of the classification. Most interesting images are
presented.

In order to determine the influence of neighborhood schemes a
large experiment was performed. Visual results of most interesting and
important images are presented in Fig. 7. These visual results show
that the best schemes, according to average classification accuracy, in
some cases do not deal with harder situations when where is no
training sample in specific places. The image of Fig. 7 representing
number “87” is the best example. Only the methods which use at least
one element from each training sample could correctly classify the
bottom of the number “8”.

Neighborhood schemes, which require some training samples from
every class NNc(n, m¢) and NNga(r:, n, me¢) deal better with harder
situations, when in some important place training samples are missing.
It may become more important when a smaller training sample is
given. Such schemes can help in situations when some class areas are
very thin and the training samples cannot be gained from these thin
areas. These different neighborhood schemes can be used in real
situations, especially classifying roads or rivers from remotely sensed
images.

In this chapter a generalized version of the SCRD method is
presented. This version is generalized for 3D images. Experimental
results of this version show that an average classification accuracy of
91.5% was obtained. This accuracy is similar to the accuracy obtained
in earlier analysis of SCRD in 2D space. The generalized SCRD
version allows using this method with MRT or CT medical images.
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4. EYE FUNDUS BLOOD VESSEL CLASSIFICATION

In this chapter the possibilities of using statistical decisions for eye
fundus images analysis automation are investigated. Methods for
analyzing eye fundus images are provided. These methods use spatial
information to resolve issues related to eye image analysis. The main
purpose of these methods is to calculate the ratio of the width of
arteries to veins — the AVR parameter. This parameter is significant in
the diagnosis of diseases as it can help to diagnose the condition in
advance and to evaluate the course.

This chapter consists of the following parts:

o First, an analysis of the eye fundus image analysis tools is
performed. Then an initial analysis method was developed. An
experimental study of the application of this method is
described. This study raises issues related to the methods used
to automate the eye fundus analysis.

e Based on the problems raised, a method for measuring the
ocular blood vessels has been developed (Stabingis, et al.,
2017). A description of the method and principles of the
method relevant to automation are provided. By this method,
measurements are made by analyzing the information of the
blood vessel and its environment. This information is derived
from the spatial distance function and statistical methods are
used for the analysis.

e The developed method for blood vessel measurements and its
possibilities of application are presented. Vessel measurements
are compared with manual measurements. Automated
measurements do not differ from expert measurements with a
0.95 significance level.

e Next, a fully automated method for evaluating the AVR
parameter is presented (Stabingis et al., 2018), focusing on
vascular classification of arteries and veins. The method is
designed to meet the requirements of universality and
adaptability to different images.
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e The importance of the developed classification method is the
new features used for the blood vessel measurements and the
normalization based on spatial distance between the blood
vessels to be classified.

e Proposed classification method is analyzed with different
databases of eye fundus images and compared with similar
classification methods used for the same purpose.

o Inaddition, a study of the proposed method is carried out using
supervised methods. The aim of this study is to demonstrate
the importance of the adaptability of the methods to different
types of data when modeling and application are performed
with different types of images.

e At the end of the chapter, the results of the research are
summarized.

4.1. Description of the proposed method

Main adaptive features of the proposed method are presented in
Fig. 8. These features reduce the influence of common eye fundus
image analysis issues. The proposed method is adaptive to different
size images; no image down sampling is applied. No parameters need
to be tuned manually for different image data sets, no different models,
with different parameters are created. Image noise and uneven
lightening of the image is considered while creating the algorithm. All
main steps: OD detection, blood vessel measurements, artery and vein
classification and AVR evaluation are done automatically.
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Fig. 8. Main adaptive features of the proposed method taking into account
common eye fundus image analysis issues.

The main steps of an automatic algorithm for evaluation of artery
and vein ratio are presented in Fig. 8. Green color channel I from eye
fundus image is used for eye fundus mask Iy extraction. For mask
extraction, common image analysis techniques are applied. After
thresholding, the higher intensity part from Is, mathematical
morphology closing and flood fill operations are used to form a
circular mask of eye fundus part in the image. I is then used to
calculate the scale parameter ps according to Eq. (13) combining a
logistic growth model with a linear model.

B1 Wum
Ps = 1+Bz-exp(—vg—2”) * Ba' (13)
where B1, B2, B3 are parameters of the logistic growth model part, £4 is
the parameter of the linear model part (51 = 4, f2 = 20, 3 = 500 and S
= 3000 in our case), W is the width of fundus mask Iyu. Parameters
are selected to form particular ps value, which is further used in other
stages as a multiplier to make other parameters adaptive. The
parameter ps evaluated by Eq. (13) is used in almost all steps of the
algorithm. This parameter allows using images of different sizes.
Image pre-processing allows to unify different images and to reveal
some image features required for specific operations. Image pre-
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processing is treated as a vital stage for many eye fundus image
analysis methods. The proposed method consists of several different
large stages, and for each stage, a different image pre-processing
algorithm is applied. Pre-processing allows controlling different
stages separately because some methods can enhance the extraction of
the blood vessel tree but reduce OD extraction reliability. Vessel tree
I+ extraction stage is not very important in the proposed algorithm
because li- information is used in other stages only as auxiliary. In
some other eye fundus analysis algorithms, Iy extraction is very
important, and the extracted tree is used as the reference for almost all
other stages. Such dependence on extracted Iy, can lead to some errors,
especially for sick patients, when some artefacts in the image can be
treated as blood vessels or when vessel and background contrast is
very low, producing breakage in a vessel tree. There are several
different techniques for I extraction like thresholding, mathematical
morphology, Gabor filtering, wavelets etc. More precise methods are
also developed. These methods produce higher extraction accuracy
but require a larger amount of computations. The mathematical
morphology-based method is applied here and is described in more
detail in (Stabingis et al., 2018). All other stages work even without
the extracted Iy and in places where Iy is incorrectly extracted.

4.2. Optic Nerve Disc Extraction

The OD extraction algorithm consists of two stages. Initial ODinit
is located at the first stage, and then real OD; circle is detected and
evaluated. During the second stage, the circle is fitted to detect a circle
like an object in the image. Full OD detection scheme is presented in
Fig. 9.
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Fig. 9. Two stage OD detection scheme. Green dashed lines show the
influence of scale parameter used for image size adaptation.

Best circle oD,

The first ODinit detection stage finds the preliminary location of
OD. During this stage the probability map I, is created. This
probability map combines the influence of five different probabilities:

e image information part I, (coefficient 1)
vessel tree line intersection map Iin: (coefficient 0.2)
vertical center probability map lvcen: (coefficient 0.2)
vertical gradient map lver (coefficient -0.4)
horizontal gradient map luer (coefficient -0.3)

lor is calculated according to Eq. (14):

Ipr =1-L+02 Iy + 0,2 lycene —
~0,4 - Iygy — 03 - Iygy- (14)

Ipr is used for finding the most intense circle ODinic With a radius
from 80 - ps to 200 - p, intersecting with Iy

Normally eye fundus image is photographed in such a way that OD
is located near the vertical center of the image. In order to add this
feature, a vertical center probability map is calculated. To eliminate
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uneven lightening vertical and horizontal gradient maps are
calculated. A vertical gradient map is calculated by averaging every
image row, and a horizontal gradient map is calculated by averaging
every image column.

The region of interest is selected according to ODisic circle
multiplied by 2.5, and it is used for real OD;, detection. After several
image analysis and processing operations Hough circle detection is
applied, and ten best circles are selected. A circle surrounded by most
points from Iy is selected as OD; and is used in further analysis.

4.3. Blood Vessel Measurements

After OD, is detected, the information is used for wvessel
measurements. Measurements are made along the circle with radius
2-19p from OD; center (xgp;Vop), Where rop is OD; radius.
Measurements are taken at five pixel length intervals calculated
according to Eq. (15).

{xi = Xop + (2 “Top cos(ai)) (15)
yi =Yop+ (2 70p " sin(ai))’
where a; = a;_4 + = a; = 0and a; € [0; 2m).

2'Top

The method automatically detects the place where a vessel can be.
After the vessel is detected and measured the algorithm goes along the
detected vessel and measures other profile widths. Vessel data is
collected for every vessel in the range of radiuses from [1,5 - ryp; 3 -
rop]- Average vessel width value is used for further calculations.
Measurements are omitted at places where the vessel is already
measured. Vessel measurements are made by analyzing vessel profile
data. Profile information is gathered from the image using spatial
distance based function Eq. (16). For every profile 100 intensity values
are calculated from J nearest pixels.

Ysiep 2ihij
V= ———,] = 1..ngy,, 1
g Lsey hij / stp (16)
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where vj is the intensity value for step j at location s;, h;; is the distance
function, for d(si, sj) < 3, d(si, sj) is the Euclidean distance between s;
and s; points and z; is intensity value at point s;. Profile information is
smoothed with Gaussian filter and analyzed for width evaluation.
Profile analysis points are shown in Fig. 10.
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Fig. 10. Analysis of blood vessel profile.

Profile analysis steps:

Profile minimum point is found near the profile center.
Another close minimum point is found in order to eliminate
possible central reflex information.

Two points a; and ar are used as left and right profile parts.
Local maximum points b, and by are found.

Fastest decaying points ¢, and ¢, are detected.

Similarly to ¢, and ¢, decaying marginal points d are selected
for left and right sides.

Middle points e (between di, and di) and er (between dr, and
dr) are selected as vessel width measurement points.

Such profile analysis is performed for profiles extracted for point
(xi, yi) at different angles and the angle with the smallest profile width
is selected as profile perpendicular to a vessel. For the first
measurement of the vessel, angles from 0° to 180° are analyzed, and
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the detected angle is used for further vessel measurements decreasing
the amount of different angles to be analyzed. Vessel measurements
were compared with the measurements made by the expert and similar
results were obtained.

Eighty-six images were used for evaluating the proposed algorithm
and four main vessels were measured in each image: two top vessels
and two bottom vessels (starting in the area of OD). In total, 344
measurements were made. All images were obtained by the Optomed
QY digital mobile eye fundus camera Smartscope M5 PRO and, at the
same places where the proposed algorithms measured vessel widths,
experts measured them as well. The statistical hypothesis was tested
and, with a confidence level of 95%, the expert and system
measurements can be considered as the same.

4.4. Feature Extraction and Classification

Eye fundus vessel classification is a complicated task. For the
proposed algorithm, novel features are extracted for classification.
After analyzing many different vessels from different type images it
was considered that the best part for discriminating veins from arteries
is the vessel’s inner part. Usually veins are darker than the arteries and
arteries often have a brighter center reflex line. The outer part of
different type vessels can be very similar. Three different features are
extracted from vessels for classification. These features are (Fig. 10):

e an average value between a, and a, points
e an average value between di, dr, points
e an average value between di, ai, and ar, dr, points.

Features are calculated from green image channel I and from red
channel Iz separately. These two channels are used for their best
discrimination information. Average feature value is calculated along
the vessel part. So, for every detected vessel, six different averaged
features are calculated.

Uneven image lightening can lead to misclassification of vessels.
In order to eliminate this influence, spatial distance-based
normalization function Eq. (18) is applied to extracted features.
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Zi, — ﬁ’ (18)

Ga
N Zi 1
Uag = Ziem d_i/ziew a; (19)
~ zi - 1
U:% = Yiew (d_i - Zd)/ziew a; (20)

where fi, is the local mean and 62 is the local variance of
corresponding vessel features, o is the set of ten closest vessels, di is
the Euclidean distance between vessel patch centers.

After distance-based normalization, features are used for vessel
classification. The k-means clustering method is used. Top vessels and
bottom vessels according to OD; center point are classified separately.
Vessel parts used for features are brighter for arteries than for veins,
so a class with a larger feature values is treated as an artery and a class
with smaller feature values as vein classes. Two largest vessels from
different classes are selected for the top part and for the bottom part.
According to the selected vessel widths, top and bottom AVR values
are evaluated. One eye fundus image with classification results and
main analysis elements is presented in Fig. 11. The classification
results and comparison are presented in the results section.
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Fig. 11. Result image from INSPIRE-AVR database (Niemeijer et al., 2011)
showing main analysis elements. Blue color — classified veins, green color —
classified arteries. Main vessels used for AVR evaluation are marked.

4.5. Blood vessel classification results

The proposed method is tested on three eye fundus image databases.
DRIVE (Staal et al., 2004) image database is one of the most popular
databases for different method comparison, but this database is old,
and images in this database are of small resolution — 565x584 pixels.
There are 40 eye fundus images in this database. This database was
selected for the comparison in order to show the method’s ability to
work automatically on smaller images. Another database used for
comparison is INSPIRE-AVR (Niemeijer et al., 2011). There are also
40 eye fundus images in this database, and the resolution of images is
2394x2048 pixels. The method is also tested with OPTO-AVR
database where images are acquired in a complicated situation
involving physical exercises. Images are taken before the physical
load, right after the physical load and after 45 minutes. Such an
experiment is performed in order to test whether changes in AVR can
show tiredness or stress. Photographs of both eyes are taken with
Optomed OY digital mobile eye fundus camera SmartscopeM5 PRO.
Image resolution is 1536 x 1152 pixels, and there are 86 images in this
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database. Vessel extraction accuracy is the proportion of detected
vessels. Vessels with widths larger than 3xps and in AVR
measurement zone are selected. Extracted vessels were classified into
two classes. Classification accuracy, artery class specificity (Sp),
sensitivity (Se) and area under ROC curve (AUC) statistics were
calculated. The vessel detection and classification results for different
databases are presented in Table 3.

Table 3. Vessel classification statistics for different databases.

Vessel Vessel classification statistics
Database extraction
accuracy Accuracy Sp Se AUC
DRIVE 0.942 0.854 0.9353 0.822 0.879
INSPIRE-AVR 0.882 0.859 0.8539 0.862 0.858
OPTO-AVR 0.904 0.835 0.8344 0.836 | 0.835

Methods used for vessel patch classification in AVR measurement
zone were selected for the comparison. The selected methods are
tested on INSPIRE-AVR (Niemeijer et al., 2011) and on DRIVE
(Staal et al., 2004) image databases. All data used for comparison is
gathered from publications that describe the methods. Performance
information of these methods is presented in Table 4.

Vessel classification results compared with other methods show
similar classification results. After analyzing misclassification cases,
main classification errors occur due to vessel crossings and
overlapping and due to lightening issues. In all images analyzed, 15
non-vessel places were recognized like vessels due to vessel-like
reflections.
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Table 4. Vessel classification results for similar methods.

Method Database Vessel classification statistics
Accuracy Sp Se AUC

ggllulr;lmatsu etal, DRIVE 0.928 0.87

%Iigharlfa etal., DRIVE 0.916

g[gellzr)ltbozorg etal, DRIVE 0.883 0.86 0.91

g’;‘)'lel';’e”er etal, | |\SIPRE-AVR - 0.84

g%)iir)ltbozorg etal, INSIPRE-AVR 0.874 0.84 0.90

AVR evaluation was compared with publicly available INSPIRE-
AVR (Niemeijer et al., 2011) data and mean absolute error MAE =
0.093 was obtained. AVR evaluations were compared with experts
measurements performed with OPTO-AVR fundus database and
MAE = 0.156 was obtained.

5. CONCLUSIONS AND RECOMMENDATIONS

1. The supervised classification method SCRD was developed,

which is gaining the advantage over other similar methods
because of the spatial information used in it. Method is relevant
when the spatially correlated noise is in the data used for
classification. Studies have shown that the method is starting to
gain an advantage when the noise level is 75% of image
information.

Experiments showed that the increase in spatial correlation width
parameter o improve the classification accuracy using the
proposed method. In NNet, SVM and RF methods the average
accuracy is reduced by 2%, when a correlation width o increases
from 10 to 20.

Neighbor selection methods for SCRD method were analyzed.
Research showed that neighbor selection, when several points
from every class is required, distinguishes the object structure
from the image part when there are no training sample points in
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this part. This is the case with a small training sample and when
objects with thin parts are analyzed.

SCRD method was generalized in order to use this method for
classification in 3D images. The accuracy of the classification in
a 3D coordinate system is 91.5% when the noise level is 75% of
image information. The extension of this method makes it possible
to apply the method to medical MRI and CT images for the
classification of the individual points in the case of the two classes.
The calculation and use of the scale parameter was proposed. This
parameter helps to solve eye fundus image analysis adaptivity
problems associated with changes in medical imagery.

The proposed method for the extraction of wvessel profile
information using spatial information from the image contributes
to the development of the adaptive and noise-resistant blood
vessels’ profile analysis methods. The method is applied to the
development of the measurement technique used for measuring
blood vessels. Measurements coincide with those made by the
expert (significance level of 0.95, R? = 0.88).

The classification method for blood vessels used for AVR
parameter automatic evaluation was developed. The method was
tested with three eye fundus image databases without any
additional adaptation and without image resolution reduction
(classification accuracy results: 0.854, 0.859 and 0.835). Proposed
method uses new features and their spatial normalization, which
reduces uneven lightening of the images and increases the
accuracy of the classification by 6%.

LDA, SVM, K-NN and DT supervised classification methods
were used for blood vessel classification applied for AVR
parameter evaluation. When the same image database was used
for training and for testing, the classification accuracy for some of
them was higher than the accuracy of the methods used for
comparison. However, when different image databases were used
for the training and testing of methods, the accuracy of the
classification decreased by 13% on the average.
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STATISTINIAI SPRENDIMAI ERDVINEI INFORMACHUAI
SKAITMENINIUOSE VAIZDUOSE

1. Tyrimy sritis

Pagrindinis vaizdy analizés tikslas — i§ vaizduose esancios
informacijos gauti tiriamai sri¢iai reikalingy ziniy, kurios paskui
naudojamos sprendimams priimti. Erdviné informacija nusako rysj
tarp erdviniy duomeny ir Siy duomeny pozymius. Vaizdy analizéje
objektais, kuriems budinga erdviné informacija, yra laikomi visi
vaizdai, tam tikros vaizde ar vaizdy rinkiniuose esancios sritys ir
atskiri vaizdo taskai. Siame darbe yra nagrinéjamas erdvinés
informacijos naudojimas vaizduose ir jy rinkiniuose (vaizduose su
trimatémis erdvinémis koordinatémis) esantiems objektams —
atskiriems taSkams ir tasky rinkiniams — tirti. Tokia objekty visuma
nusako ne tik padétis erdvéje, bet ir jy tarpusavio rySiai: erdvinis
atstumas, erdviné priklausomybé — erdviné autokoreliacija, klasiy
zymiy informacija ir kita su objektais susieta statistiné informacija.
Taip pat nagrinégjamos ir vaizduose esanciy objekty erdvinés
informacijos naudojimo kitai informacijai gauti galimybés, t. y. vaizdo
dydzio ar jame esan¢io pagrindinio objekto dydzio naudojimas
analizés metody universalumui gauti.

2. Darbo aktualumas

Duomeny rinkimas skaitmeniniy vaizdy pavidalu yra neatsiejamas
nuo daugelio Siandieninio gyvenimo sri¢iy. Vaizdai renkami ir
archyvuojami beveik visose srityse. Dél vaizdy gavimo techninés
jrangos pazangos vaizdy gavimas, kaupimas ir analizé tampa
neatsiejama biomedicinos, inzinerijos, gamtos bei socialiniy moksly
dalimi. Vaizdy analizé jau yra svarbus informacijos gavimo jrankis, o

Erdvinés informacijos naudojimo vaizdy klasifikavimui galimybés
tyrinéjamos jau seniai (Haralick, 1979), o tobuléjant techninéms
duomeny analizés galimybéms S$iy tyrimy aktualumas tik didéja
(Wang et al., 2016). Vaizdy analizés ir apdorojimo praktikoje yra
naudojama labai daug jvairiy metody, sukurty seniai ir tinkamy
daugeliui problemy spresti. Taciau Sie metodai tyrinéjami ir
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tobulinami dar ir Siandien (zr. Wang et al., 2016; Miri et al., 2017;
Troya-Galvis et al., 2018). Daug démesio skiriama vaizdy filtravimo
(Zr. Mun et al., 2018; Guo et al., 2018), objekty isskyrimo,
segmentavimo, atpazinimo, klasifikavimo (zr. Oztiirk et al., 2018;
Krishnan et al., 2018) ir kitiems metodams.

Vienas i§ vaizdy klasifikavimo keblumy yra stebimo vaizdo
suskirstymas j keletg atskiry regiony suZymint vaizdo taskus. Tai
atliekama atsizvelgiant j taSky pozymius ir j informacija apie erdvinius
sarySius su mokymo imtimi. P. Switzeris buvo pirmasis, pritaikes
erdvinés informacijos sarysius klasifikavimui (Switzer, 1980). Vaizdy
Klasifikavimui pladiai taikomi geostatistiniai metodai. Sie metodai
remiasi erdvine autokoreliacija, ja nurodomas laipsnis, kuriuo
koreliacija kei¢iasi kintant atstumui tarp objekty (Liu et al., 2009), ir
ji tyrinéjama daugelio autoriy sitilomuose metoduose (zr. Atkinson et
al., 2009; Comber, 2013; Li et al., 2014). Erdviné autokoreliacija
taikoma Bajeso diskriminantinése funkcijose, kai vertinami
parametrai laikomi nekoreliuojantys su mokymo imties objektais.
Straipsnyje (Ducinskas, 2009) jvestas parametry vertinamas
atsizvelgiant j erdvine priklausomybe su mokymo imtimi. Bajeso
diskriminantiniy funkcijy taikymas vaizdy analizéje ir erdvinés
koreliacijos jtaka nagrinétos disertacijoje (Stabingiené, 2012).

Akies dugno kraujagyslés yra vienintelés zmogaus kraujagyslés,
kurios gali biiti stebimos neinvaziniu vaizdy gavimo badu (Miri et al.,
2017), (Fraz et al., 2014). Akies dugno vaizdams yra daznai taikoma
rankiné ir automatiné struktiiros analizés (Mirsharifa et al., 2013),
(Sim et al., 2015). Si analizé padeda lengviau diagnozuoti ligas, tad
ypa¢ tai aktualu ankstyvosiose ligos stadijose (Li et al., 2014).
Daugybé ligy gali biti i§ anksto diagnozuotos i$ akies dugno vaizdy
remiantis keletu skirtingy pozymiy. Oftalmologai sieja tam tikrus
arterijy ir veny plo¢iy pozymius su tokiomis ligomis, kaip diabeto
retinopatija, aterosklerozé, hipertenzija ir kt. Ligos paveikia arterijas
ir venas, tad susiformuoja nejprastas jy plo¢iy santykis.

Pastaruoju metu, kai atsirado daugiau techniniy galimybiy, pradéti
tyrinéti ir taikyti giliojo mokymosi (angl. Deep Learning) metodai
(LeCun et al., 2015). Vaizdy analizéje pradéti placiai taikyti
konvoliuciniai neuroniniai tinklai (Krizhevsky et al., 2012),
padedantys iSspresti labai sudétingas problemas. 3D konvoliucinis
neuroninis tinklas taikomas Zzmogaus veiksmams atpazinti i§ vaizdo
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medziagos (Ji et al., 2013). Adaptyvi gesty atpaZinimo sistema
publikuota straipsnyje (Neverova et al., 2016). Zmogaus veido
analizés galimybés ,,DeepFace” sistemoje pateiktos straipsnyje
(Taigman et al., 2014). Taip pat tiriamos ir pa¢iy metody galimybés
(Yosinski et al., 2014). Ne i$imtis tapo ir akies dugno vaizdy analizé,
Cia ji taikoma jvairiose srityse (Almotiri et al., 2018).
Konvoliuciniuose neuroniniuose tinkluose naudojama i§ skaitmeniniy
vaizdy gauta informacija apie juose esancius objektus jvairiais vaizdy
apdorojimui placiau taikomais filtrais. Taip pat informacijos tritkumo
problemos sprendziamos vaizdy augmentacija, kurioje taip pat
taikomi jvairiis vaizdy analizés metodai. Sie pavyzdziai iliustruoja tai,
kad zinios apie skaitmeniniuose vaizduose esancius désningumus gali
biiti panaudotos ir tobulinant esamus ar kuriant naujus tiek giliojo
mokymosi, tiek ir kitus ateityje tapsian¢ius aktualius metodus.

3. Darbo tikslas ir uzdaviniai

Darbo tikslas — atrasti naujy statistiniy sprendiniy erdvinei
informacijai skaitmeniniuose vaizduose pritaikyti ir iStirti taikymo
galimybes akies dugno vaizdams analizuoti.

Darbo objektas — erdviné informacija skaitmeniniuose vaizduose.

Tikslui pasiekti sprendziami uzdaviniai:

1. ISanalizuoti erdvinés koreliacijos jtaka klasifikavimo su mokymu
metodams.

2. lvesti erdvinés koreliacijos jtaka j aprioriniy klasés Zymiy statistinj
tikimybiy vertinimg Bajeso diskriminantinése funkcijose.

3. Pasitilyti naujus kaimynystés apraSymo budus ir itirti jy jtaka
klasifikavimui. Rasti geriausig kaimynystés apraSymo btida nuo
mokymo imties nutolusiy vaizdo viety klasifikavimui.

4. Isanalizuoti akiy dugno statistinius vaizdy analizés metodus,
taikomus akies dugno kraujagysliy tyrimams.

5. Rasti erdvinés informacijos pritaikymo galimus statistinius
sprendimus akies dugno kraujagysliy matavimams.

6. Pritaikyti erdving informacija akies dugno kraujagysliy
klasifikavimo problemoms spresti.
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4. Mokslinis naujumas

. Sukurtas klasifikavimo metodas SCRD, kuriame klasiy apriorinés
tikimybés priklauso nuo mokymo imties atsizvelgiant i erdving
koreliacija.

. ISanalizuota kaimyny parinkimo budy jtaka klasifikavimo su
mokymu tikslumui ir nustatytas tinkamiausias i§ budy SCRD
metodui.

. Erdviniu atstumu ir koreliacija paremtas klasifikavimo metodas
SCRD apibendrintas duomenims su trimatémis erdvinémis
koordinatémis.

. Sukurtas adaptyvus akies dugno vaizdy analizés metodas.

. Erdvinio atstumo funkcija pritaikyta vaizdo profilio informacijai
gauti ir taikoma kraujagysliy matavimams akies dugno vaizduose.
. Sukurtas automatinis akies dugno kraujagysliy, naudojamy arterijy
ir veny santykio skaiciavimams, klasifikavimo metodas paremtas
pozymiy erdviniu normalizavimu.

5. Ginamieji teiginiai

. Apriorinés klasiy zymiy tikimybés priklauso nuo klasifikuojamo
tasko aplinkoje esancios mokymo imties elementy erdvinés
koreliacijos.

. Klasifikuojamo tasko kaimyny parinkimo biido pasirinkimas
padeda tiksliau klasifikuoti vaizdy vietas, kuriy aplinkoje truksta
vienos klasés mokymo imties elementy.

. Erdviniy funkcijy taikymas vaizdo profilio informacijai gauti
jgalina adaptyviai taikyti bendrg matavimo metoda skirtingy
dydziy akies dugno vaizdams.

. Erdvinis atstumas, taikomas klasifikavimui naudojamiems
pozymiams normalizuoti, padeda sumazinti netolygaus vaizdo
apSvietimo sukeliamus netikslumus.
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6. Darbo rezultaty aprobavimas

Tyrimy rezultatai publikuoti 2-uose periodiniuose recenzuojamuose
leidiniuose, 5-iuose recenzuojamuose Kkonferencijos praneSimy
medziagos leidiniuose, pristatyti ir aptarti 11-oje nacionaliniy ir
tarptautiniy konferencijy.

7. Disertacijos struktiira

Disertacija sudaro 5 skyriai ir literatiiros sgraSas. Disertacijos skyriai:
jvadas, erdviné informacija ir vaizdy analiz¢, erdviné klasifikavimo
taisyklé, akies dugno kraujagysliy klasifikavimas ir iSvados.
Disertacijoje pateikti paveiksly, lenteliy, naudoty santrumpy ir
Zyméjimy sarasai. Visa disertacijos apimtis yra 110 puslapiy, pateikti
36 paveikslai ir 10 lenteliy. Disertacijoje remtasi 125 literatiiros
Saltiniais.

8. Isvados ir rekomendacijos

1. Sukurtas klasifikavimo su mokymu SCRD metodas, kuris tampa
pranaSesnis uz kitus panasSius metodus dél naudotos erdvinés
informacijos. Pateiktas metodas naudojamas tada, Kai
klasifikuojamuose duomenyse yra erdvéje koreliuoto triuk§mo.
TriukSmo tyrimais nustatyta, kad metodas tampa pranasesnis nuo
tada, kai triukSmas sudaro 75 % vaizdo informacijos.

2. Atlikus eksperimentus nustatyta, kad pasidlyto metodo
klasifikavimo tikslumas did¢ja, kai didéja erdvinés koreliacijos
plotis a. Tuo tarpu jprasty klasifikavimo metody (NNet, SVM, RF)
tikslumas mazéja (kai o parametras padidéja nuo 10 iki 20,
tikslumas sumazéjo 2 %).

3. Istyrus kaimyny parinkimo biidus SCRD metodui, nustatyta, kad
kai imama po keleta mokymo imties tasky i§ kiekvienos klasés,
tiksliau i§skiriama vaizde esanéio objekto struktiira, kai tam tikrose
to objekto dalyse néra mokymo imties tasky. Tai aktualu turint
mazag mokymo imtj ir kai reikia iSskirti plona struktiira
pasizymincius objektus.
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. SCRD metodo apibendrinimas sudaro galimybes naudoti metoda
3D vaizdams klasifikuoti. Klasifikavimo tikslumas trimaté¢je
koordinaciy sistemoje siekia 91,5 %, kai triuk§mas sudaro 75 %
vaizdo informacijos. Sis i$plétotas metodas sudaro galimybes
taikyti metoda medicininiy MRT ir KT vaizdy atskiriems taskams
klasifikuoti dviejy klasiy atveju.

. Darbe pasitlytas skalés parametro apskai¢iavimo ir taikymo budas,
kuris padeda spresti akies dugno vaizdy analizés automatizavimo
problemas susijusias su kintan¢ia medicininiy vaizdy raiska.

. Pasiilytas vaizdo profilio informacijos i$skyrimo metodas, kuris
padeda kurti adaptyvius ir lokaliam triuk§mui atsparius
kraujagysliy analizés metodus. Metodas pritaikytas akies dugno
kraujagysliy matavimams, kurie sutampa su eksperty matavimais
(su 0,95 reikimingumo lygmeniu, R? = 0,88).

. Sukurtas automatinis AVR matavimams skirty kraujagysliy
klasifikavimo metodas. Metodas testuotas su trimis akies dugno
vaizdy bazémis be papildomos kiekvienos i§ jy adaptacijos ir
nekeiciant vaizdy raiskos (klasifikavimo tikslumo jverciai: 0,854,
0,859 ir 0,835). Metode naudojami nauji pasitlyti poZymiai ir jy
erdvinis normalizavimas, kuris sumaZzina netolygaus apSvietimo
jtaka ir klasifikavimo tikslumg padidina vidutiniskai 6 %.

. AVR matavimams skirty kraujagysliy klasifikavime pritaikyti
klasifikavimo su mokymu metodai (LDA, SVM, K-NN ir DT). Kai
juy mokymui ir testavimui naudojama ta pati vaizdy bazé, kai kuriy
metody klasifikavimo tikslumas virsija lyginimui naudoty metody
tikslumg. Taciau kai metody mokymui ir testavimui naudojamos
skirtingos vaizdy bazés, klasifikavimo tikslumas vidutiniskai
sumazgja 13 %.
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